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PREFACE

This thesis is the result of a request from AFLC/LMT for assistance in conducting a
Performance Analysis of their near capacity-filled CYBER 73 computers which were
expecting additional workloads in the near future. The problem was investigated using
exhaustive sampling and statistical techniques against typical workloads of actual duly,

weekly and monthly computer cycles of accounting data.

The problem was vast and complex such that without the aid of prior studie: by
former AFIT students Dodson, Bear, Thompson, Blitt and Heidenreich, the effort ray

have been fruitless.

Many Datacenter personnel, including my sponsors, Méj Abbott and Lt. Morgan,
Operations chief, Mr. Davis, and ASD Software analyst, Mr. Merchant, alc1g with
Librarian, Mrs. Kendall, who helped find volumes of background material, were generous
with their assistance. Lt Col Bexfield and Maj Ross, as coinmittee members, and
especially Dr Hartrum, my advisor, provided valuable guidance and direction during the

study.

Special appreciation is due my wife, Vivian, for not only her daily encouragement

and support but also for her vital assistance in proofreading and editing this docu nent.

LeRoy T. Bondurant
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ABSTRACT

A\\

\ Supporting a request from AFLC/LMTA for assistance in evaluating the
performance of their CYBER-73 computer systein on an expanding workload, this thesis
models and analyzes the existing workload in an effort to explain job elongation in
turnaround time and to predict future performance under hypothesized changes. The
workload of a selected typical month, July, 1981, was used as a baseline for the study.
Through a systematic reduction and parameterization of job characteristics, the basel.ne
data was clustered and statistically analyzed to detect trends in areas where job delay
could occur. Perforinance models of elongation areas were subsequently developad,
tuned, and varied to permit maximum workload optimization for the computer system.
A 31 percent reduction in turnaround time was ultimately predicted from a series of 6
recommended changes in current procedures leading to a potential annual savings in

excess of two and a third million dollars for the command's six computer installations.'\_\/
|
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THRUPUT ANALYSIS

OF AFLC CYBER 73 COMPUTERS

I. INTRODUCTION

Any data processing function is responsible for the delivery of computer services to
its users. This responsibility includes the efficient and effective use of datacenter
resources - hardware, software support systems, operational schedule, and the
installation rules and procedures controlling the production process. That utilization,
together with the factors that effect utilization (e.g., hardware/software failures),
establishes the service levels provided to the user. These levels may be expressed in

terms of the timeliness, accuracy, cost, and reliability of datacente: processing.

The prime objective of data processing management should b to hold these levels
within certain limits for the current workload and to plan for future conditions which
may cause increases in the workload such that, where practical, th:se service levels are

maintained or improved.

THE CPE FUNCTION

Computer Performance Evaluation (CPE) techniques are us:d to assist the DP
manager in meeting those objectives. Through CPE, management usually undertakes one
or more of the management tasks of forecasting, resource planning and pricing,

operational analysis, and performance reporting (Ref: 35). Al require that basic

-
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performance information be available if the tasks are to be perforined effectively.
Thesz data are customarily made available through data collection activities which .
operate in the data processing environment. The degree to which the collected data are
tailored, in part, determines the effectiveness with which the inanageinent objectives
are met. Thus a CPE analyst, together with . description of a systein's hardware,
software, and current and projected workloads, can provide manageinent all the
information necessary to predict the systemn's taruput rate, responsce times, resource

utilization, and the point at which resources will b : exhausted (Ref: 26).

BACKGROUND

Since January, 1978, AFLC has had an ongoing effort to convert coinputer applica-
tion systems from their aging IBM 7080 computers to the CDC CYBER 73 computers at
headquarters and its five Air Logistics Centers (ALCs) (Ref 2: Attachment 1, 2). Early
simulations and sizing studies estimated thruput ratios from 1.5 to 7:1 of the CYBER vs
the 7080 was possible (Ref 2: Attachment |, 2). Actual conversions however, achieved
only a 3:1 ratio (Ref 2:14). Thus a 3:1 ratio, although considered conservative, was
accepted as the performance guideline for the remaining conversions (Ref 2:14). This
decision permitted a fast conversion effort with minimum programmer/analyst

experience (Ref 34),

Recently, as the conversion effort nears coinpletion, a problem has arisen in getting
computer products to the user within acceptable time frames. While CPU times have
been remarkably close to the 3:1 ratio, the turnaround times (time fron job input until
output of the final line of print) are increasing with each additional system converted

(Ref 1:2).




Moreover, many of the large data-file and machine-time-consuming systems were
not included in the earlier conversion efforts and are waiting for conversion when tiine
permits. Given the existing scheduled workload, doubt exists as te whether the current
CYBER hardware configuration can provide the required inission support when those

systems are finally converted and added to the job mix (Ref t:2).

PROBLEM STATEMENT

AFLC's conversion of application systeins from the IBM 7080 to the CDC CYBER 73
computers is not achieving the performance estimate specified in sizing studies
accomplished prior to the conversion. Additionally, statistics on sorne converted sysiems
indicate a gradual degradation of performance as inore systems are converted and added

to the job mix.

AFLC/LMT requested a thruput analysis of the CYBER 73 computer to determine if
and where a bottleneck existed, and what measures should be taken to alleviate the

problem.
SCOPE

This thesis analyzes the performance and recommends solutions for the workload of
the headquarters AFLC CYBER 73 only. While not specifically investigating similar
characteristics of the ALC computers, it is anticipated that the recommendations for

problem solution will apply to both headquarters and ALC CYBER 73 systems.

A preliminary resource analysis accomplished by LMT personnel revealed that during

certain periods i.e., 0000-0800, the machine is normally reserved for the large




resource-consuming programs. These programs have been deterini:.ed to be both I/O and
CPU bound. This leaves little room for system thruput improve aent unless iinprove-
ments are also made in the user programs as well (e.g., efficiencv in coding, blocking,
etc.) (Ref 20:332-335). It was also ascertained that the job en.ry queue (those jobs
waiﬁng for initial resource allocation) was substantially overload'd which negated the
effects of many quick-fix schedule-tuning methods (Ref 31: Interviews). Hence, much
of the analysis effort of this thesis centers around an analysis of t e computer's internal
activity. The initial LMT findings, however, saved considerabl. time in developing

hypotheses of the problem areas.

The developed hypotheses and analysis methods are acc. mplished completely
through Computer Performance Evaluation (CPE) techniques advan:ed and advocated by
the IEEE (Ref: 33) and the AFIT School of Engineering (Refs 21:28).

APPROACH
The approach used to analyze and resolve the thruput problem includes:
(1) Understand the system

(2) Characterize the workload

(3) Develop data reduction/extraction programs to be used to reduce DAYFILE

data tapes to manageable workload parameters

(4) Select statistical programs for use in workload data analysis




(5) Select a representative mix of the workload 10 serve as a benchmark for testing

(6) Hypothesize possible bottleneck areas

(7) Develop an Analytic Model characteristic of the systein to use for testing the

hypotheses

(8) Drive the model under varying characteristic changes to determine what effect

different configuration combinations have on a static workload

(9) Develop conclusions on which to base recornmendations

(10) Use the model to verify hypotheses and recommendations

(11) Implement the most promising changes within the range that AFLC will allow

IS
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II. METHODOLOGY

TOOLS AND TECHNIQUES

FORWARD

This chapter discusses the methods and proc.:dures used to accomplish the goals of
the thesis. Many of the methods discussed a2 typical for computer performance
techniques ernployed as state-of-the-art procedures in evaluating computers for thruput
performance. Although some aspects of the system under investigation were known
beforehand to provide poor performance (e.g., input queue overloading, priority by
resource use, etc.) they were nevertheless used along with developed hypotheses to

theorize the overall problem (Ref 31: Interviews).

UNDERSTAND THE SYSTEM

One of the initial tasks in performing the evaluation of a conputer system involves
understanding the particular computer system. Five categories of information were
gathered from AFLC personnel directly responsible for the day to day operation of the
CYBER 73 concerning (1) management organization of the installation, (2) character-
istics of the workloads processed by the computer, (3) descriptions of the hardware
configuration, (4) software programs in use, and (5) information as to what computer-

usage data are collected (Ref 5).




WORKLOAD CHARACTERIZATION

The workload ot a computer is defined as the set of all inputs (programs, cata,
commands) the system receives from its environment (Ret 20:221). For the purpose of a
thruput analysis of the system, software programs, such as compilers, operating system
algorithms, deadstarts, and scheduling, are considered to be part of the system overhead
and not included with the job steps defined as the workload (Refs 3:19; &4:l).
Accordingly, the bounds of the workload tor this thesis consists of the specific compudter
programs which must be processed by the computer in order to satisty user requests.
These steps are further delineated by hourly, daily, weekly, and monthly periods. An
additional category, lifetiime, extrapolates expected workload increases for tile purpose

of hypothesizing when resources will be exhausted.

One widely used method for characterizing workloads on computer systems includes
modeling jobs by resource usage and event time techniques such as a Poisson distribution
process to mathematically represent the arrival, execution, and departure of job steps
characteristic of a system's real workload (Ret 19:45). This technique offers stability,
reproducibility, flexibility, and brevity to the model since the actual workloads of
multiprogramined computers are extremely variable and generally not reproducible

(Ref 4:4).

In fact, the most accurate performance values will be obtained when the system is
measured under its actual workload. The CYBER, through its use of an event driven
software monitor in tie form of a DAYFILE of all user job steps and activities (Ref 13;
Chapter 2-7), provides an accurate portrayal ot the system's actual workload (Ref: 11).
Moreover, The workload of the CYBER-73 is stable although escalating over the long
term, with the same production jobs run week after week. Thus, the workload mouel for
this thesis consists of a sampling of job step extracts trom the computui's DAYFILE

tapes. Table | shows the features about the job used to-describe the workload,

7
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TABLE 1

VARIABLES AND WORKLOAD CHARACTERIZATION

VARIABLE DESCRIPTION

JOBNAME NAME & organization submitting job
DAYRUN day of week job was run

ARRIVAL time of arrival at control poing
CPUUSAGE CP time for execution

MEMUSED max core used

IOUSE total 1/O time during execution
CMTIME Central Memory usage in word-min
PPTIME total Peripheral Processor time
SS systein seconds used

DISKIO disk rquests during execution
TAPEIO tape I/O requests during execution
INQTIME time waiting in resource queues
7TRACK 7 track tape drives used

9ITRACK 9 track drives used

7TRACKREQ 7 track drives requested
9ITRACKREQ 9 track drives requested
TIMEREQ job card time requested

CMREQ job card CM requested
TURNAROUND time required to complete job
TAPEWAIT time waiting for tape mounting
POSTPROC time spent printing

SORTTIME time from start sort to end of sort
DISKWAIT time waiting access to disk

LINES lines printed




REDUCTION PROGRAMS

A package of three programms were developed to reduce, sort, extract, and

parameterize the DAYFILE data (see Appendix A).

(REDUCTN) This is a PASCAL reduction aigorithm which reads through weekly or
daily DAYFILE tapes to extract jobstep statistics pertaining to user resource usage.
Events excluded from the extract are activities relating to system overhead, user
generated messages, resource use clarification (e.g., catalog), and recovered error
conditions. Also excluded are jobs which started prior to or are still running at the end
of the recorded day (0000 - 2400). Table 2 is an example of a partial DAYFILE with key

data used in the REDUCTN program.

(SORTDF) This is a Sort routine to sort the output of the extraction run by jobname

and time.

(PARAMEX) This is a PASCAL algorithm which receives the output fromm SORTDF
and builds the workload parameter file. Job step events are systematicall read and
parameters extracted (or derived as in the case of TURNAROUND time, DISK/TAPE
waiting, etc.). These are subsequently written to a statistical parameter file for input to
SPSS runs for analysis. Table 3 portrays the input format and location of parameter

fields for PARAMEX. Table 4 shows the output parameters and length.




TABLE 2

DAYFILE EXAMPLE WITH KEY DATA

TIME NAME DATA rIELD

23.57.32. MOP2F47. ** TOTAL RECORDS SORTED 000059680
23.57.32. MOPZF#6. CATLOG,M1022X0 MI022F0

00.13.33. MOP2F47. LABEL WRITTEN WAS NIOF22FI

00.13.33, MOP2F47. NT66 BLOCKS WRITTEN - 008965

00.13.33, MOP2F47. NT66 BLOCKS READ 008965

00.24.13. MOP2F47. RETURN, MIO22F0..

00.24.14. MOP2F47.50P 00001344 WORDS - FILE OUTPUT, DC 40
00.25.51. MOP2F47.SMS 3584 WORDS (16773129 MAX USED)
00.25.51. MOP2F47.5CPA  713.650 SEC. 713.650 ADJ

00.25.51. MOP2F47.810  51108.927 KWS. 1547.382 ADJ

00.25.51, MOP2F47.5CM  52806.451 KWS. 3119.441 AD3J

00.25.51. MOP2F#47.5SS 5380.474

00.25.51. MOP2F47.5ACCESSES 43108

00.25.51. MOP2F47.5PP  2325.437 SEC. DATE 06/21/81

00.25.59. MOP2F47, 0000424 LINES PRINTED,LQ12

00.36.14. MOP2H4%#8. UNLOCK

00.48.42. MOP2H48. ( MT 076 ASSIGNED)

00.48.43. MOP2H48. MT76 BLOCKS WRITTEN - 006347

02.30.42. MOPMO059. 0000006 CARDS READ, CRI10

02.30.42. MOPMO059. ENTERED INPUT QUEUE

02.30.45. MOPMO59.5AC  PR0001G TLGGQ500 10000000 CM060000
02.30.45. MOPMO59.5AC  MT000001 NTO000G000

02.30.45. MOPMO59.5IP 00000192 WORDS - FILE INPUT , DC G0
02.30.47, MOPMO59 MOPMO,MT1,PM000,T500,AC=MOMO.

02.30.483. MOPMO59. MOUNT,SN=TULIBO1,VSN-TULIBR.

02.30.49. MOPMO59. MOUNTED VSN=TULIB01,SN-TULIBO1,EST=73
02.30.50. MOPMO59. ATTACH,MOUCL,ID=MOVPM,SN=TULIBO|,EST=00
02.30.56. MOPMO59. ALREADY MOUNTED VSN=TULIBR,SN=TULIBO},EST=00
02.30.59. MOP2H48. SORTMRG,I=PROC,I=SORTOUT

02.40.21. MOPMO59. REWIND,ZZBODLI.

10




TABLE 3

INPUT DATA FORMAT FOR DAYFILE EXTRACT

KEY DATA
KEY LOC DATA ELEMENT EXTRACTED LOC
SMS 20-22 MASS STORAGE USED 25-30
SCPA 20-23 CPU TIME 26-33
S10 20-22 1/O TIME 43-50
CM 20-22 CM TIME 43.50
$SS 20-22 TOTAL EXECUTION TIME 43-51
SACC 20-23 DISK ACCESSES 33-38
$AC 20-22 7 TRACK REQUESTED 30-31
SAC 20-22 9 TRACK REQUESTED 40-41
SAC 20-22 TIME REQUESTED 37-40
SAC 20-22 CM REQUESTED 55-60
SPP 20-22 PERIPHERAL PROCESSOR TIME 25-34
$PP 20-22 DAY OF RUN 52-53
SEJ 20-22 JOB COMPLETION 2-10
LINES 29-32 LINES PRINTED 21-27
MT 23-24 7 TRACK TAPE ASSIGNED 27-28
NT 23-24 9 TRACK TAPE ASSIGNED 27-28
BLOCKS  27-32 TAPE 1/Os 43-48
MOUNTED 21-27 DISK ASSIGNMENT 2-10
MOUNT,  21-26 DISK DRIVE REQ 56-57
ALREADY 21-27 DISK REQ ACKNOWLEDGE 2-10
SORTM 21-25 START SORT 2-10
TOTAL 25-29 RECORDS SORTED/END SORT 2-10
REQUEST 29-38 REQUEST FOR TAPE 2-10
ENTERED 21-27 JOB ENTERED INPUT QUEUE 2-10

11




TABLE 4

OUTPUT PARAMETERS OF DAYFILE EXTRACT

PARAMETER FIELD
NAME XXXXXX
DAY 00
ARRIVAL 00.0000
CPU 0000
MEM 000000
10 0000
CMTIME 0000
PPTIME 0000
ss 0000
DISKIO 000
TAPEIO 000
INQTIME 00.0000
7TRACK 00
9TRACK 00
JTRACKREQ 0
9TRACKREQ 0
TIMEREQ 0000
CMREQ 000000
TURNAROUND 00.0000
WAITTIME 0000
POSTPROC 0000
SORTTIME 0000
DISKWAIT 0000
LINES 000000
12




STATISTICAL PROGRAMS

The Statistical Package for the Social Sciences (SPSS) (Ref: 34) is an integrated
systemn of computer programs designed for the analysis of a wide variety of accounting
data to simplify the process of data analysis in a convenient manner. This thesis employs
SPSS almost exclusively for the analysis and hypothesis testing of the workload
parameters used to theorize the thruput problem (see Chapter V Hypotheses). Runs for
levels of measurement on nominal, ordinal, interval, and ratio properties are employed
using CONDESCRIPTIVE, FREQUENCIES T-Test, CROSSTABS, Bivariate Correlation,

Multiple Regression, and Factor analysis techniques.

CONDESCRIPTIVE runs provide measures of central tendency and dispersions about

the mean (Ref 34:1§ . Such tendencies as average [/O time required for jobs, mean
number of disk or tape accesses, overall resource-wait, etc., can be directly provided by
CONDESCRIPTIVE, to permit the quick development of an initial hypothesis prior to

exhaustive testing.

FREQUENCIES computes and presents one-way frequency distribution tables of

discrete or categorical variables (Ref 34:194). Clusters of similarly grouped data may be
selected when kurtosis is suspected or when the range of values is too great. As with
CONDESCRIPTIVE, this procedure is also conducive to initial hypothesis development

leading to a theory on where problems are occurring.

T-TEST provides the capability of computing probability levels for testing whether
or not the difference between two sample means is significant (Ref 34:267). This test
permits the evaluation and detection of differences between effects rather than the

effects themselves. With such a test, measured sample periods in which more or less

13




jobs are processed, or in which larger or smaller jobs are processed, may be effectively
evaluated (e.g., Saturday vs Tuesday processing). Thus, since it is highly probable that
the two samples would be different due to natural variability in the population, a
difference in sample means may be tested for significance (v/hether there exists a true

difference between the two populations) using the T-TEST.

CROSSTABS provides an easy to use joint frequency distribution of variable cases
according to two or more classifications of variables. Using CROSSTABS a quick perusal
of its output tables gives indications of how dramatic a differenc: is between sets of
data (Ref 34:220). Thus, hypothesis tests, based on statistical res.alts from other SPSS
routines, e.g., FREQUENCIES, can be confirmed or denyed through the use of
CROSSTARBS procedures. On the other hand, if all reasonable test variables fail to reject
a hypothesis, while not having proved the contention, at least efforts to falsify it proved

to be fruitless (Ref 34:222).

BIVARIATE CORRELATION provides a single number which summarizes the

relationship between two variables, such as I/O usage vis-a-vis TURNAROUND. The
correfation indicates the degree to which variation in one variable is related to
variations in the other (Ref: 23). The procedure may be expanded to provide a means for
comparing the strength of relationships between one pair of variables and a different
pair. The method, nonparametric, which assumes randomly distributed cases of
variables, is less stringent and detailed than the CROSSTABS procedure yet provides a
quick and easy analysis of variables which may be used to supplement CROSSTABS. The
method is particularly useful with a large number of categories or ranks of variables and

requires nothing more than an ordinal level of ineasurement.

1
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MULTIPLE REGRESSION uses generalized techniques of coorelation analysis

providing measurements of data on a large number of independent variables (Ref: 22).
Multiple Regression techniques are used as descriptive tools to find the "best" predictive
equation and evaluate its predictive accuracy and as a control for other factors in order
to evaluate the contribution of a specific variable or variables on a theorized

phenomenon.

Hence, Multiple Regression provides a good tool for explaining systen performance.
As an example, a regression of TURNAROUND time against CPU Usage producing a
Correlation Coefficient of .98, would indicate that jobs were spending almost all of their
time in the CPU while other factors, I/O, etc., had little impact on TURNAROUND
(Ref: 23). Thus regression techniques, particularly a stepwisc regression where a
dependent variable (possibly TURNAROUND time) is successively regressed against
independent variables, until the group explaining most of the variation in the dependent

variable emerges, will be used for most primary hypotheses development.

FACTOR ANALYSIS, an iterative correlation procedure, provides a data reduction

capability for ease in rearrangement, or reduction of data to a smaller set of factors or
components that may be taken as source variables for the ol served interrelations in the
data (Ref 34:469). More common uses of the procedur. include exploratory - the
exploration and detection of patterning of variables with a v ew of the discovery of new
concepts and a possible reduction of data; confirmatory uses - testing of hypotheses
about the structuring of variables in terms of the expected n.1mber of significant factors
and factor loadings; and uses as a measuring device - the costruction of indicies to be

used as new variables in later analysis.
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The method applied in this thesis will primarily consist of confirmatory, or
hypothesis testing. That is, to test a premise that there rmay exist sorie underlying
regularity in the observed correlation of a variable which is influence! by various

de terminants, some of which are shared by other variables .n the ;et.

BENCHMARKING

Benchinark is defined by Hatt as a set of programs characteristic ot a user's or a
system's workload which is provided to commercial manufacturers for the purpose of
testing the performance of a computer under operational conditions - whether it can do
the jobs and how long it takes (Ref 9:1). Futhermore, Goff (Ref 9:ix) sugg: sts that for a

computer evaluation, a benchmark should be comprised of:

(1) a mix of jobs that is representative of the user's proj:cted wor! [oad over the

life of the system

(2) Demonstrations of data storage equipment and techniques.

(3) Computer programs designed to test specific functions.

For the purpose of this thesis, benchmarking is limited to (1) above - establishing a
workload representative of the present and projected workload of the CYBER-73. This
workload will be derived, measured, and statistically evaluated to assurc¢ consistency
with the system's real workload and thereafter called the benchmark. Subsequently,
models characterizing the functions and resources of the system will be Jeveloped and
driven by the benchmark to evaluate performance under existing and projec ted loads, and

under varying configuration mixes for explanatory and predictive purposes.
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MODELING

One of the more useful and practical tools for explaining and predicting
performance on computer systems is the technique of mod:ling. Buzen defines modeling
as a coinputer program that receives, as input, a description of a system's hardware,
software and workload which on the basis of the given data, calculates what the
performance of the system will be (Ref 12:2). Modeling techniques used for this
performance evaluation include the analytic techniques of queueing theory and

multivariate analysis (Ref: 23)

ANALYTIC MODELS are essentially a set of equations that describe the

performance of the system being studied. These models, used chiefly for predictive
purposes, are called upon to evaluate the effects of various changes to a4 computer
system's internal components and external workloads. Analytic models prcvide a means

for assessing their impact before any changes are actually made (Ref 12:3).

QUEUEING models provide the basis for most analytic modeling. Queucing models
are characterized by waiting lines, or queues, leading to some server. “'he servers
correspond to the components of the computer - I/O devices, CPUs, channels. Although
much simpler to develop than simulators. A queueing model must iaake many
assumptions about distributions which cannot be met in many complex systems (Ref

22:65).

MULTIVARIATE analysis techniques for modeling have been used sparingly in the

evaluation of the performance of computer systeins and, generally, because of the
complexities of most large systems, problems of linearity, additivity, and

non-multicollinearity tend to complicate the interpretation of the results of this

17
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approach, raising questions about the interpretive conclusions reached. However, many
of the problems inherent with simulation and queueing models, such as the inability to
mode! software and scheduling algorithms, are not present to degrade the predictive

capability of multivariate analysis (Ref 23:65).

Through multilinear regression, factor analysis, and discriininant analysis, actual
accounting data from a system's typical workload can be analyzed to develop hypotheses
about the performance of a sirnilar workload given a change in the characteristics of one
or more of the system's components. Subsequent analysis of variants (after the actual or
simulated change) would provide sufficient verification that the hypotheses did, indeed,

prove correct (Ref 23:67).

18
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Il THE AFLC CYBER 73 £ NVIRONMENT

INTRODUCTION

Ttus chapter describes the salient features of the GO CYBER 73 systemn and ity
environment organization as contigured at Headqgo arters, AFLCL The parpose huere 1s to
provide a description of those system characteric tics wiirh nay serve as a background
for the workload and perforimance analysis carriec out in tater chapt.rs and not 1o delv
mnto lengthy details of the full systein. The coraputer itsell can consist of additiona!
teatures, not all of which pertain to the systemn s installed at AFLE, and not all o,
which dare pertinent to the problem analysis. The Control Data Corporation's 6000 series
documentation, references 14 through 17, explain: in detail the specitic characteristics
of a fully configured CYBER 73 systein and its capabilities. Extracted references t>

hardware and software features are primarily from those manuals.

SYSTEM OVERVIEW

The CYBER 73 is a multi-programmed, rulti-processing, file oriented system
consisting of a mainframe and a flexible assortimer t of peripheral and control equipment.
The systein is designed to overlap as many pro esses as possible through the use of
independent processors called Peripheral Proces.ors. The rmainframe contains 20 of
these Peripheral Processors and the data channels necessary to commimnicate with the
peripheral equipment; a Central Mermory (CM); a central processor unit (CPU), with 24
operating registers in the arithmetic unit; and the attendant control logic to drive the

components (see Figure 1).




-

HARDWARE CONF. G URATION

CENTRAL PROCESSOR,  The CPL s an arithmetic processor viach corronanicates
only with Central Memory, 1t 15 isolated from the Perinheral Processor, and thas is free

to cdarry on coinputations unencumbered by input/output reqaire nent,, Mermory transfer

rate is up to one word every 100 nanosecaonds,

PELRIPHERAL PROCESSORS are raentical, simall general priroose computers wﬁi«'h
operate mdependently of and simultancously with the CPUH ang cach other. Many
programs thus may be running at the same tune, or 4 combimation ot processors can bee
involved itn one prograin requiring a variety of input/output task as well as the use of
the Central Mermory and the central processor. The CYBER 73 has two hanks of ten
peripheral processors tied to two sets of hi-dire (tional paths to central memory. Up to
four processors may be writing in Central Memory white another tour are simultaneously

reading from Central Memory (see Figure 2).

The CYBER 73 15 a full multiprocessing systein when dual CPUs are a part ot the
configuration.  AFLC's system, however, is configured with just one CPU. Quasi
multiprocessing is nonetheless accomplished with the perpherial processors acting as
system control computers performing the slow input/output and supervisory operations
while the Central Processor accomplishes the computational operations. Each Peripheral
Processor has a 12 bit, 4096 word random-access memory with a cycle time of 1000 ns
which, as a group of 10 over the bi-directional path, coincides with the minor cycle (100
ns) of the CP!l. The cycle tune of the PPs however, is not dependent on the timing ot

the CPU,
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the CYBER /73, The 20 Peripheral Processors communicate with external eguipient via
thirteen 12 bit (plus controf) channels. Each channel (except 0 which s connected to the
real time clock) connects to one or more devices. Although only one external device can
utiliz = a channel at one tune, all channels, like all PPs can be active siiultancously.
Each channel operates at g oaximun rate of one 12 bit waord per microsecond.  In
addition, a spevial 128 bit interlock register tied to two access channels, each
acconodating a bank ot 10 Peripheral Processors, provides a means for the Peripheral
Proca ssors o cornmanicate with each other without the necessity for making Central

Memory refercnces.

CENTRAL MEMORY is a core memory with a capacity of 131,000 60 bit words (1.3
million character positions) in 32 banks of 4096 words each. The banks ..re logically
independent and may he phased into operation at 100 ns intervals, The Ceniral Memory
and data control mechanisis permit a word to move to or from Central Memory :very
100 ns. Access to Central Memory from all areas of the system go to a corninon m: mory
control and are issued to Central Memory via a bus line to all memorv banks. The
correct bank, if free, accepts the address and flags the memory control bus line to be
cleared. The control accepts addresses from the various sources under a priyrityv system
at a maxunum rate of one minor cycle and issues addresses to Central Memory at one
every 100 ns. Al 20 Peripheral Processors, in addition to the CPU have access to

Central Mermory.

PERIPHERAL DEVICES used with the CYBER 73 include thirty-three removable
pack 844-2 disk drives, seven 659 800/1600 BPI nine track tape drives, nine 657 20i/556
BPI seven track tape drives, two 405 card readers, three 512 line printers, and one 415
card punch umit. The 844-2 disk drives each have a capacity of 118 illion 6 bit

characters, an average access time of 40 ms, average rotational delay of 8.3 ms, with a
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transfer rate of 1.13 million characters per second, providing o totul on-line storage
capacity of 3.9 biltion characters. Tv-o 7054 disk controllers perinit sirnulraneous read
and/or write operations within the disk subsystein. The 657 and 659 tape drives usc
half-inch, 2400 foot tape reels providing a rnax recording capacity of 23 and 37.4 million
characters per reel, tape specd of 250 inches per second, and 4 recording density of 55¢
and 1600 Bits Per Inch (BPD), respectively, Table 5 is the fully configured drvice-channel

relationship for the CYBER 73 as confipured at Headquarters AFLC,

SOFTWARE CONFIGURATION

OPERATING SYSTEM. The operating systein for the CDC CYBER 73 provides

Supervisory Control Of Program Execution (SCOPE) and is thus in complete control of
the computer. SCO'PE accepts input in the form of jobs submitted by users and processes
them as directed by control cards accompanying each job as well as by keyboard

coinmands input by the operator.

b




CYBER 73 DEVICE/CHANNEL RELATIONSHID

NO. DEVICE

(0
(1)
(n
(2)
(1)
(1)
(3
(3)
(2)
(3)
(2)
(3)
9
(9)
(9)
(8)
(1)
(1)
(1)
(1)

844 SYSTEM DISK
405 CARD READER
405 CARD READER
512 LINE PRINTER
512 LINE PRINTER
415 CARD PUNCH
344 PERM FILE DISK
844 DEVICE SET

844 PUBLIC DISK
844 PERM FILE DISK
844 PUBLIC DISK
844 DEVICE SET

844 DEVICE SET

844 DEVICE SET

657 TAPE UNIT

659 TAPE UNIT

657 TAPE UNIT

2551 INTERCOM HOST

6612 CONSOLE

6676 DATA SET CONTROLLER

TABLE 5

CHANNLEL(S)
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04

11

26

31

12

22

22

07

21

&
&

&

25

27
27
30
30

30

13
23

23

CAPACITY
11%:n char
1200 CPM
1200 CP\
1200 LPM
1200 LP\
250 CP\
F13m char
118m char
118m char
118m char
{18m char
118m char
[!8m char
11¥m char
556 BPI
1609 BP1

556 BPI
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SCOPE uses the Peripheral Processors (PP) for systen input/output tasks - nd the
Central Processor (CPU) 0 execute uscr and system jobs,  Central Mernory (CM)
contains user programs with systemn software utilities located at the epper and lower
ends. SCOPE uses the CP11 1o perform tashs of a computational nature while routing all
input/output functions to the PPs, In this ioanner, SCOPE, by craploying tie CPU alinost
exclusively for program computations, assemblies, and executions, is ¢ble to efficiently
utilize the CPU (Ret 17: Chapter 1-1)

A PP can be uassigned to control, mput/output, jobh schedabing, control card
interpreting, system hous keeping and other tasks as required.  In geaeral, operations
which tend to require physical movement, interactive responses, waiting, etc., are
functions assigned to the PPs and not to the high speed CiPU, Tasks ure assigned one at a
time to each PP by the systemn monitor (JANUS). Wher. an assigned task is completed,
PP signals JANUS which in turn assigns another task to the PP, JANUS opcrates in PPO

and is in complete supervisory control of the hardware system (Ref 17: Chapter 1-3).

SCOPE uses a progressive queueing scheine to acconplish :nultiprog;nﬁ.ming. That
is, three levels of wait queues, each successively smaller in the number of jobs held,
contain a job until it reaches the CPU for execution. The input queue accepts all jobs
entering the system and holds them until a jobs resources have been assigned and the job
scheduled for execution. The CM qucue holds jbs waiting for central memory and
control point assigninent (described below). These are roll/swapped jobs waiting for
reassignment to a control point and/or central memory. Llpward to 50 jobs (depending on
total CM available and assigned) may be held in the CM queue. The Fxecute queue holds
up to 7 queue jobs, competing in a round robin fashion, according to priority, for turns at

control points.
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CONTROL POINTS. Ug to 15 available to user jobs, conta n all jobs aperating in a
simultaneous, multiprogramiming mode of execution (execution can only be cconplished
from a control point). All central memory available for user jobs is controlted and
assigned by the control points. A controal point is not a phys cal entity hut rather a
concept used to tacilitate bookkeeping. The control point number and control point area,
however, are physica quant ties that do appear in the system (Ref {7: Chapter 2-1).
While only one job may be ¢ssigned to a fontrol point, systemn resources such as central
inemory pointers, channels, equipment and processors requirec for the job may addi-

tionally be assigned to the control point Ref 17: Chapter 2-2).

Storage assigned to a single control point is contigucus although storage for all
control points is not necessarily contiguous. Figure 3 is an ex.mple of how the control
points and associated 'meinory nay appear. In addition to the 15 control points used for

running jobhs, two pseudo control points, nuinbered zero and 16, < re used Hy the system.

Contro) point zero is used to identify system resources .uch as system libraries,
pointers, and queue tables, not allocated to a job at a control point (Ref 17:
Chapter 2-8). It provides a centralized location for multiple access mod:iles, allowing
themn to perforin functions for one or more jobs at their control points. This permits
overall reduction of central memory usage - instead of several jobs having duplicate
copies of these modiles in their field lengths, only one set oi these modules needs to

occupy central memory (Ref 17: Chapter 2-18).

Control point 16 contains the Record Block Table RBT) containing information on
each record block in a mass storage device. The RBT is file oriented consisting of work
pairs which are linked to form an RBT chain for each file that exists on un allocatable

device currently recognized by the system. A maximum of 8192 CM words are assighed
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to contain all the RBT entries active at one time (Ref 17: Chapter %710,

All other control points are usced tor active user jobs.  During 1w course of
execution a job night remain continuously at the same control point {when few jobs are
in the systein or when locked into the control point by operator interventin). Bat it is
more tikely that a job will be swapped out while it is only partrally execnte 40 When the
job is swapped back in it is probably associated with a control pomnmt other than the
control point it previously vacated. Additionally, if, in the diagramm of Figure 3,
control 1 needs nore storage. it will be necessary for the inonitor (TANLIY) to invoke a
control point monitor (CPMTR) to obtain the required storage. CPMTR st then move
control point 2 upwards to free the space contiguo s to contral point 1. # dded storage

always extends the field length upward (Ref [7: Chapter 2-3).

SWAPOUT is the term used when a job is for 'ed by CPMTR to vaca e its control
point when the job is: (1) waiting for CM, (2) waiting permanent file ccess or (3)
waiting for a permanent pack (Ref 17: Chapter 7-3). Once swapped, both the control
point and central memory are released and made available for reassignment.  The job,
when swapped in, may be assigned a different control point and a4 different area in
central memory (since all status tables and neinory requirements associated with the job

are swapped along with the job and not assigned to tie control point previously used).

ROLLOUT occurs when a job (1) has non-allocatable equipment assigned, (2) is in a
device waiting queue or (3) is in the operator queue wai ing a response to some request.
When rolled out, the job's field length and all of its vemory is released. Its control
point, however, remains assigned to the job while it wiits in the queue for releasing.
When rolled back in, the job begins active use of its con rol point receiving priority over
the other queue jobs or a job currently executing at tha control point (Ref 17: Chapter

7-7).

-




SCHEDULING

OVERVIEW. The SCOPE operating system controls the selection of jobs for
execution from the input queue aad the priority of jobs being processed. The scheduling
algorithrn may swap jobs into or out of execution or initiate new jobs with higher priority
trom the input queue, Both the availlability of resources and the prioritic: ot jobs are
considered in the scheduling process. The criteria for job priorities, are, in part, set by
the priority parameter (P) on the job curd and by scheduler parameter variables which

are set by installation management tirough deadstart procedures (Ref 14: vii).

Optimum scheduling for the CYBER workload has been established arcording 1o a
representative job mix of the norinal workload over a period of yeurs. The software
control group at AFLC (LMT) has set the scheduler paraineter variables to achieve a
maximum balance between system throughput, resource utilization, and jon turnaround,
although most of the paraineters can be changed by the operator at the console.
However, improvements in one area of performance through operator clanges at the
console may degrade another area to a non-acceptable level. Hence, hoth job card

priorities and parameter changes from the console are discouraged.*

PRIORITIES used in the scheduling process are associated with a job but do not exist
for the job continuously. They are assigned or evaluated at different stages of a jobs
life. Figure 4 illustrates the assiginmment of these priorities at various stages of job
processing. Basically, CDC has defined seven priority classes, 0 throigh 6, in its

standard system.

Class 0 (initiation) - applies to all initiated batch jobs, regardiess of their
non-allocatable device requirements. (Non-allocatable devices include tapes

and direct access Extended Core Storage (ECS), but are limited to tapes at

*Interview with LMO and LMT management personnel, May 1981.
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AFLC since ECS is not supported). This clas controls the 11 st time guantum
used by each betch job. Once the job is swapped out, it will b.- placed in either

class | or 2 dep 'nding on its resource recuire nents.

Class | (batch) - includes all batch johs which do not require non -allocatable

devices in order to execute,

Class 2 (device) - includes all batch jobs which require non-allocatatle devices

1o satisfy their ¢xecution requirements,

Class 3 (intercom) - includes all interactive jobs or «onmands processed by

INTERCOM.
Class % (inulti-user) - jobs which are similar to intercoim lass johs and servece
several interactive users, Currently, EDITOR s the only standard multi-user

job provided with the systen.

Class 5 (express) - includes all jobs which require namediate processing to

satisfy their requirements. These include:

(1) Jobs directed from the input queue by the operator,

{2) Jobs with fixed priorities (these are priorities directed by job card

parameters),

(3) Jobs that are unlocked using the unfock CXP cotnmand from the console.
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(4) Jobs that are dropped, killed or rerun (these are 10bs requiri g nminediate

routing fromn the system).
Class 6 {graphics) ~ this feature is not supported by AFLC,
Although installations may increase this number to 12, AFLC has found thad tour classes
(1, 2, 3 and 5), along with 0, is best suited tor their job flow purposes (Ret t4: Chapter

1,8).

In addition to initiation priorities, scheduler priorizies required o accomplish

optimal multiprogramming are defined below (Ref [4: Chapter 1,5-9).

Internal Job Card Priority (JCP) is o factor of the job class, its job <a | priority, and

an aging factor. This factor is weighted and used as a factor in the com. 1tation of the

job's job queue priority (IQP).
Job Queue Priority (JQP) is used when a job is coinpetiag with other s for ceatral
memory. This privrity is a combination of factors, including class type, ai .1 is assoc ated

with the job throughout its execution.

Minimum Queue Priority (MINQP) is the level assigned to jobs fir t entering the

central memory queue, or to a job which has used its allotted ticpe slice (« jantum). This

factor is added to the weighted job class priority to obtain t'.e JQP.

Maxiinum Queue Priority (MAXQP) is the maximum priority a job ir the CM queue

may achieve while waiting for scheduling. A job reaches thi+ state bv agin  the MINQP,
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Aging Rate (AR) is a factor used to weight the priority of a job according to the

time 1t has spent in the CM queue.

Quantum Priority (QP) is the priority level assigned to a job once 1t has been
swapped in. Here again, the JCP is weighted and added to the QP to obtain the job
queue priority. MAXQP must be set at a lower value than QP to prevent jobs in the CM
queue from pre-emnpting jobs before they have an opportunity to use their tiine slices

(thrashing).

Base Quantum (BQ) is a measure of time that a job once at a control point, will
maintain a priority equal to QP. That is, PP activity is weighted as one quarter of the
CP time so that jobs performing considerable 1/O will not have all of the slower PP

activity charged against CP time.

Maximum Number of Jobs Initiated (MAXN) is a paraineter used to determine the

total number of jobs which can concurrently run at any given time. Thus, the total of all
jobs, batch or device type, may not exceed the MAXN of that type except for express
type jobs, or jobs which have been pre-aborted because the system could not satisfy all

of the job's requirements (see tape scheduling).

JOB FLOW. (Ref Figure 4). When resources become available, the scheduler is
initiated at one of two entry points. CP.SCHI1 (entry point A in the diagram) is entered
when a monitor cannot satisfy storage increase requirements for a job in central

mernory.

If, after finding a candidate job (see Best Job Selection) the requirements still cannot be
met, the scheduler enters CP.SCH (entry point B in the diagram). The scheduler may

also enter CP.SCH by initiation from one of the following:
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When a PP routine requests scheduler

When the Field Length (FL) assigned to a4 job it reduced

When scheduler's periodic recall period has exjired

When scheduler's request stack is full

Once entered, the scheduler will first try to initiate jobs from the input queue. I none

are available or MAXN is reached, jobs in the UM qgueue which are candidates for

swap-in are selected by priority.

Best Job Selection. The scheduler, once initiated, selects the best candidate

meeting all of the following:

(1) The job's CM field length requirements do not exceed available FL +
psuedo available FL {This is the total field lerigth ot all jobs swapped out or
terminating) + the suin of the FL of the jobs in CM which have a lower job

queue priority.

(2) The job must have the highest job queue priority among jobs competing for

CM assignment.

(3) The job cannot be locked out.

If two jobs meet the requireinents, the job requirirg the larger field length will be

selected first. If no job can be selected, the scheduler drops out and repeats the process

on the next reentry.

‘N
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Swap-Qut Job. Once the scheduler finds a candidate job for ¢xecution it checks to
see that there is enough available field length for the job. If there 1s enough avatlable,
the scheduler initiates a swap-in.  If the field length is insufficient, the scheduler
re-acconphishes its "best job" procedure to find another candidate. On the second try, if
FL 1s still insufficient, the scheduler initiates a swap-out of the lowest priority job,
regardless ot whether that job's quantum has completed. Enough jobs are swapped/rolled

out to perinit the selected job to acquire its required field length and execute.

Swap-in Job. Jobs which are candidates for swap-in, as deteimined through tl >
"best job" selection procedure, are either (1) assigned to the next available control point,
if one exists, {2) assigned to the control point of the first lower priority executing job
which can free up encugh field length that, when coupled with available FL, can meet
swap-in's requireinents, or (3) is returned to the CM queue. If a swap-in cannot be
accomplished at this point, the scheduler returns to the Best Job Procedure but this time

to consider only rolled out jobs for selection as candidates.

Termination. Once a job has completed all of its execution, its resources are
returned and an output priority is assigned. The job waits in the output queie until the
output resources required are satisfied. Again, as with input queue prioritics, an Aging

Rate factor is applied to jobs waiting for output.

TAPE SCHEDULING is designed to improve overall systein throughput, particularly

as it relates to tape job setup and execution (Ref 14: Chapter 4,25-26). All incoming
tape jobs are entered in a pre-scheduling queue, a subset of the input queue, to allow the
operator some control over the selection of tape jobs for execution. The drive
assignment itself is based on an overcomritinent algorithm which assames that a job

does not always need its maximum tape requirements for the {ull duration of the job and
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that most processing activity uses less than the maximum number of drives necessary for

job execution.

(Job execution in this sense means a particular job step execution. hat is, a
job may require, for example, four tapes for the entire process but only one or
two for any single job step. (e.g., step l - comnpile using tape l, step
2 - execute using tapes 2 and 3, step 3 - sort using tape 4), Therefore, if the
job requests all four tapes for step 2 instead of just prior to the step requiring
the tape, serious degradation of efficiency and multiprogramming riiay occur,

especially if step three occurs 10, 20 minutes or longer after step one.)

Therefore, a job is assigned only those drives it needs to continue exccution at any
instant in time. Excess drives, at that instant, are made available to run other jobs.
Such a job scheduling scheme permits the total tape requirements of all active jobs to
exceed the total number of drives in the installation and may cause a potential deadlock
by allowing two or more jobs to have unfilled tape demands such that every available

tape drive is assigned to a job but no job has enough tapes to run to completion.

SCOPE includes some deadlock prevention features by not acknowledging a
REQUEST when only one drive is remaining and several tape jobs are in various states of
execution. However, should another REQUEST be issued from a different job, the
deadlock may occur and the operator must take action by causing a rerun of one of the
tape jobs, or by killing a job which is using a requesting tape, or, if possible, wait for still

another tape job to complete.




MANAGEMENT ORGANIZATION

Organizationally, five directorates share responsibility {or the mana rernent of the
systern.  Two, the Directorate of Technical Support (LMT), and the idirectorate of
Operations (LMO), both have primmary responsibility with LMT performing the functions
of determining what software is to be acquired, and developing, 'nsintaining, and
assuring software support for the systemn while LMO has physical ressonsibility for
operations, scheduling, and maintenance of the computer. Two user dire torates, LMV
and LMZ, supply the basic workloads for the system while the fifth, :.MD, does all

outside contracting for hardware, software, and support equipment acquisitions.

Basically, both LMO and LMT attempt to respond to the users neds from their
areas within the constraints of the current machine configuration and scftware support
available. The computer is run under a closed shop environment and scl 2duled with an
18 hours workload six days per week. The system itself is operational 2! hours per day
seven days per week which includes imaintenance scheduled for 3 four-h .ur periods per
week. Figure 5 is a typical weekly schedule showing times reserved for so.tware testing,

maintenance, and planned-idle time.

In the technical support area, LMT personnel have been aiding the users by providing
technical expertise in recommending programming methods, where possible, which take
advantage of the increased capabilities of the CYBER over the older "080 computer.
Additionally, a recent study made by LMT supporting a Data Automatic Requirement
for newer and faster peripheral equipment, indicates that a ditfe-ent hardware

configuration may provide some relief for the current throughput problem (Ref 1:1).

Figure 6 graphically portrays the potential monthly workload for the omputer after
the remaining conversion systems are added to the job mix with no planne { change in the

system's configuration.
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IV WORKLODAD CHARACTERISTICS AND

BENCHMARK SELECTION

WORKLOAD CHARACTERISTICS
The philosophy discussed in Chapter 1l tor characterizing the CYBER opcrations was
used to collect and paraineterize 23 charactecistics of a job, mapping an audit trail of its
flow through the system. The production master schedule (Ref: 30) was analyzed to
determine if stability existed in the norinal day-to-day operations. Addit onally, in-
depth discussions were held with the machiné schedulers and operators to verify the
consistency of the actual job entry into the comnputer. A determination was rnade that
during actual production some jobs were given priority over others through a method of
"locking in" jobs frorm the console to a control point until completion.  This tends to
lessen the effect of the system scheduling algorithm when a full mix of jobs is waiting in
the input queue (Ref 17:Chapter 7,7). The practice was done primarily on sort jobs
where a high correlation was perceived to exist between CPU and 1/Q activity, and
during lightly scheduled periods between {800-t 600 weekdays and on weekends. The
effect degrades rnultiprogramming but does not tend to hinder the installation's final

output requirement since these periods are lightly scheduled as a practice,

Because of the heavy demand for program/systein testing and overall production
output requirements during prime hours (0800-1600), locking activities during this
interval were, for the most part, non-existent. Furtherimore, .pecific periods were set
aside for in-house operations {e.g., maintenance, software development and testing, and
unscheduled time) (Ref: 30). Therefore, hased on the information above and the results

of a T-TEST on a sampling of data from the weeks of May 4-10 vs July 6-12, which

4




indicated, at the .10 tevel, that no statistical difference existed in the Jobs proc »ssed, a
cycle was determined to exist based on daily, weekly and monthiy interations ~f user
jobs. Thus, aside from testing, which is tied to future workloads which vacy by month,
any month in which the full schedule of jobs were processed coul i setve as a oaseline

population for the benchrnark selection,

To this end, accounting data consisting of DAYFILE data fron four weeks of
July. 1981, {excluding the week of July 13-19 which was not avail ble) was pro ided by
the AFLC Nata Operations Directorate (LMO) for use in the ar ilysis. Over 468,000
transactions were run through the series of reduction programs (sec Chapter 1) providing
5,064 transactions representing statistically the workload of user jouss for the month, The
reduction series was then followed by a sequence of eight SPSS Ref:34) data inanipu-
lation runs in order to stratify the workload variables for tl:i+ SPSS data analysis
procedures referred to in Chapter II. Appendix B contains the procedures and nethods
used along with the complete Job Control Language (JCL) neces.ary to re-accomplish

the task.

SYSTEM WORKLOAD

Table 6 shows SPSS Continuous Data Descriptions (CONDESCRIPTIVE) of the July
workload. These data exclude in-house operations such as ducadstarts, reruns and
restarts since these are considered as overhead of operations and not controllable (Ref

20:228).

Table 7, summarizing the total machine activity, including in-l:ouse operations, is an

extract from the CLARA (Ref:11) outputs of resource usage, and i; further portrayed in

Figure 7.
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VARIABLE
ARRIVAL
INQUELUE
IRRIVAL
REQ7
REQY
TREQ
CMREQ
DISKWAIT
TAPEWAIT
DISKIO
TAPEIO
SORT
SORTED
SEVENTRK
NINETRK
CORE
CPU

CcM

10
PPUSAGE
LINES
POSTPROC
THRUPUT

TURNAROUND

TARBLE 6

MEAN VALUES OF WORI OAD VARIABLES

i AN
DESCRIPTION VINGTESWORDS
TIME OF JOB ARRIVAL 11.57
TIME IN INPUT QUEUL 6.29
INTER-ARRIVAL RATE 6.58
7 TRACK TAPES REQUESTED [
9 TRAUCK TAPES REQUESTED 1.2
TIME REQUESTLED % .97
CM WORDS REQUESTED 62K
TIME WAITING FOR DISK .31
TIME WAITING FOR TAPES .24
NUMBER OF DISK ACCESSES 7K
NUMBER OF TAPE BLOCKS 1/O 153K
TIME SPENT SORTING .96
NUMBER OF RECORDS SORTED 64K
NUMBLER OF 7 TRACK TAPES USED .98
NUMBER OF 9 TRACK TAPES USED 1.57
AMOUNT OF CORE USED 56K
CENTRAL PROCESSOR TIME 2.45
CENTRAL MEMORY TIME 5.08
1/O TIME USED 2.09
PERIPHERAL PROCESSOR TIME 4.66
LINES PRINTED 1.66
POST PROCESSING TIME 6.53
SYSTEM THRUPUT TIME 11.97

TURNAROUND TIME 24.74

l+3




TARLE 7

RESOURCE UTILIZATION FOR JULY

PERCENT  JOBS PERCENT PEECENT
JOBS IN PRO- MULTY CONTROL CEMTRAL PERCENT PER CENT
TOTAL ABNORMAL CESSEN  PROGRAM-POINT  ME JORY DISK CPr
WEEK JOBS  TERM PER HOUR MING  USAGE  US,GE _ USAGE  USA E
L1218 6.00 [1.80 495 38.43 48. 84 46. 58 53.35
2 2023 8.97 13.21 5.3 32.89 73.70 6l .69 50. .7
31292 19.83 9.85 3.73 36.62 43.02 45.40 40. 35
b 1646 9.51 10.31 4.47 32.70 45.47 47.04 41.31
5 909%  14.30 10.93 2.64 39.84 4€ .98 54.70 45.70
ALL 7088 9.92 11.22 4.28 36.10 51.60 51.68 46.22

Source: CLARA (Ref:11)

*Does not include last day of month
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S

BENCHMARK

In attempting to determine which set of samples to use for a benchunark, a T-TEST
was run against weekly groups to test whether a difference existed from week to weck in
the MEAN values of ARRIVAL time, CPU wusage, /1) usage, SWAP time and

TURNAROUND.

1055, 1723, 1343 and 943 sarnples were used representing respestively, four weeks of
July data. The week of July 13-19 was unavailable and not used in the test. A null
hpyothesis (Ho) was established that no difference existed betwien the weekly proc-
essing. lf not rejected, then any randomly selected week could scrve as 4 benchinark.
The alternative (Ha) would establish that a significant differenc.: existed statistically
and another approach to selecting the benchmark was necessary. The basis for decision
was: If the T-Value of the test exceeds to T-Value at the .05 Level of Significance

(34:267-275), reject the null and accept the alternative.

As seen from the results (Table 8), the hypothesis that any one week provides a good

representation of the monthly workload must be rejected. Fo- this reason, the full

monthly sample database is used as the Benchmark Workload (Table 6).
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WEEKS

COMPARED

{vs2

tvs 5

2vs 4

4vs 5

TABLE 8

TEST OF DIFFERENCES IN

WEEKLY PROCESSING

VARIABLE

ARRIVAL

CPU time

1/O time
SORTING
TAPES used
TURNAROUND

ARRIVAL

CPU time

1/O time
SORTING
TAPES used
TURNAROUND

ARRIVAL

CPU time

1/O time
SORTING
TAPES used
TURNAROUND

ARRIVAL

CPU tine

1/O time
SORTING
TAPES used
TURNAROUND

*SOURCE: SPSS T-TEST (Ref 34:267-275)

.05
T-VALUE  LEVEL
-0.62 -1.65
1.77 1.65
-1.37 -1.65
0.13 1.65
1.17 1.65
-0.51 -1.65
2,91 1.65
114 1.65
-2.64 -1.65
-0.69 -1.65
0.34 1.65
-3.8l -1.65
2.16 1.65
-0.55 -1.65
-0.37 -1.65
-0.39 -1.65
-1.66 -1.65
-0.91 -1.65
-1.90 -1.65
-0.01 -1.65
-0.97 -1.65
0.96 1.65
0.62 1.65
-3.02 -1.65
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RESULT

ACCEPT Ho
REICT Ho
ACCEPT Ho
ACCEFRT Ho
ACCLPT Ho
ACCFEPT Ho

REJECT Ho
ACCEPT Ho
REJECT Ho
ACCPET Ho
ACCEPT Ho
REJECT Ho

REJECT Ho
ACCEPT Ho
ACCEPT Ho
ACCEPT Ho
ACCEPTY Ho
ACCEPT Ho

REJECT Ho
ACCEPT Ho
ACCEPT Ho
ACCEPT Ho
ACCEPT Ho
REJECT Ho



WORKLOAD ANALYSIS

Tables 9 thru 17 are SPSS FREQUENCIES output tables of the paramncters used for
the analysis. The following are initial observations about the data which provides the

basis for the development of hypotheses about possible thruput bottienecks.

TIME OF ARRIVAL. This variable, based on two hour increinents presents a

relatively uniform distribution with peak activity occurring uround the 10:00 AM period.
Of the 5,064 samples taken, 20.5 percent are arrivals prior to tte prime shift (0800-
1600), 26.1 percent occur after the prime shift and the remaining 53.4 percent occur

during the prime period (Figure 8A).

INTER-ARRIVAL RATE. The time between job arrivals is one of the more

interesting statistics generated. Stratified in two-hour increments and protrayed on a
monthly and weekly basis (Figures 8B-C), the mean inter-arrival rate can be compared
with the imean turnaround time for the month (Table 6). The monthly mean values show
an average turnaround of 24.74 minutes per job while the arrival time follows an
exponential distribtuion with 6.58 minutes betwe en jobs, or 1/6.58 = .15 jobs per minute.
At that rate, it appears that the machin> cannot keep up with the workload. The
comparison is misleading, however, since the inter-arrival rate does not account for the
multi-programming capability of the machine. To get a feel of the eftective inter-
arrival rate under multi-programming, the mea multi-programming rate given in Table

7 was used to calculate a weighted effective inter-arrival rate for the periods measured.

EFFECTIVE RATE = IARRIVAL * (MULTI-PROGRAMMING/

SAMPLE JOBS/TOTAL 10BY) {egn 1)
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TABLE 9A

TIME OF JOB ARRIVAL
CuM
CATEGORY FREQUENCY PERCENT (PCT)
0000-0200 356 7.0 7.0
0200-0400 354 7.0 14.0
0400-0600 325 6.4 20.5
0600-0800 275 5.4 25.9
0800-1000 680 13.5 39.4
1000-1200 668 13.2 52.6
1200-1400 567 1.2 63.8
1400-1600 462 9.1 72.9
1600- 1800 488 9.6 82.5
1800-2000 238 5.7 88.2
2000-2200 287 5.7 93.9
2200-2400 314 6.1 100.0

TOTAL 5064 T00.0

TABLE 9B

INTER-ARRIVAL RATE
CUM
CATEGORY FREQUENCY PERCENT (PCT)
LESS THAN 2 MINUTES 2543 50.2 50.2
2 TO 4 MINUTES 811 16.1 66.3
4 TO 6 MINUTES 496 9.8 76.1
6 TO 8 MINUTES 259 5.1 81.2
8 TO 10 MINUTES 356 7.0 88.2
10 TO 12 MINUTES 35 7 88.9
12 TO 14 MINUTES 17 3 89.2
14 TO 16 MINUTES 18 4 89.6
16 TO 20 MINUTES 16 .3 89.9
MORE THAN 20 MINUTES 511 10.1 100.0

TOTAL 5064 100.0
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TABILE 9C

INTER-ARRIVAL/TURNAROUND TIMES FOR JULY

INTERARRIVAL TURNARQUND

NUMBER OF RATE TIME

DAY ARRIVALS (in minutes) __(in minu ¢s)
[ 214 6.56 13,21
2 309 4.55 36.64
3 166 8.52 8.85
4 147 9. 54 6.81
5 219 6.41 18.44
6 221 6.37 28.71
7 318 4.44 15.25
8 267 5.29 20.68
9 305 4.62 18.61
10 297 4.71 15.09
I 195 7.19 5. 12
12 120 11.62 8.85
20 219 6.37 19.12
21 289 4.89 18.00
22 270 5.19 11.75
23 284 4.89 14,38
24 150 9.30 38.58
25 67 20.14 31.49
26 64 22.02 22.4;
27 137 10.26 35.72
28 194 7.12 26,93
29 137 8.43 36.90
30 248 5.63 38.82
3] 227 6.19 36.13
MONTH 5064 6.43 24.74

9
53 '

P




The resulting value gives an effective inter-arrival rate of 27.76 minutes compared to

the 24.74 minutes to start and complete a job.

T_lME WAITING FOR DISK MOUNTING. This statistic, which will be used to test a

hypothesis on insufficient devices and inadaquate channel distribution, is applicable for
just 15 percent (747 jobs) of the sainples taken. The mujority of jibs (85.2 percent) had
no wait time for disk mounting. This could be the result of either 1.5 disk requirement or
the reading/writing of additonal files once the disk was mounted, or of jobs that used
public devices for data manipulation. Of the 747 jobs, however, 6.5 percent waited less

than a minute while 2.5 percent (131 jobs) waited nine or more minutes for a disk pack.

TIME WAITING FOR TAPE MOUNTING. Statistics for this category show a sraall

average wait time. The statistic, however, is probably misleading i:s to the actual tine a
job waits for a tape drive. According to the tape scheduling algorithm (Chapte 1I), jobs
requiring tape are first placed in a special wait queue until released by the operator. In
this instance, an operator may hold the requesting job in the queue until a drive is
available, thus preventing the full wait period from being known b the system. Her ce,
the statistics shown for tape waiting are not necessarily representative of the acrual
occurrence of waiting. The data, however, does indicate that on the average 1.7]1 minutes

were used waiting for tapes once the job entered the input queue.




TABLE 10A

TIME WAITING FOR DISK MOUNTING

CuUm
CATEGORY LABEL FREQUENCY PERCENT (PC1)
NO WAITING 4317 35.2 85.2
LESS THAN | MINUTE 341 6.6 91.3
I TO2 MINUTES 93 1,8 93.6
2 TO3 MINUTES 50 1.0 94.6
3 TO# MINUTES 34 .7 95.3
4 TO S5 MINUTES 33 .7 96.0
5 TO6 MINUTES 19 .4 96 .4
6 TO7 MINUTES 21 4 96.8
7 TO8 MINUTES 18 .4 97.2
8 TO9 MINUTES 13 3 97.5
MORE THAN 9 MINUTES 131 2.5 1060.0
TOTAL 5064 100.0
TABLE 10B
TIME WAITING FOR TAPE MOUNTING
CuM
CATEGORY LABEL FREQUENCY PERCENT (PCT)
LESS THAN .01 MINUTE 3689 72.8 72.8
.01 TO .1 MINUTES 80 {.6 4.4
.1 TO .5 MINUTES 324 6.4 80.8
3 TO | MINUTE 235 4.6 85.4
i TO 1.5 MINUTES 141 2.9 83.3
MORE THAN 1.5 MINUTES 595 11.7 100.0
TOTAL 5064 100.0
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The true wait time for tape jobs is possibly hidden in the overdll tarnaround time. This

theory will be investigated when the hypotheses are evaluated.

SEVEN TRACK TAPES USED. Approximately 80 percent of rhe sanple cases used

no tape facilities according to this category and 13.4 percent used just one. Judging from

the SEVENTRK Utilization Table (Table 1B}, the daily utilization r ite for July was 1.36:
9

TOTAL JOBS / ( 3 TAPES * FREQUENCY) - R/ TE (eqn 2)
<

7 TRACK TAPES REQUESTED. Here again, a high percentage of jobs, 7.5 percent,

requested no tape facilities while 16 percent requested one drive. Jobhs requesting 3 or
less tapes account for all but 1.8 percent of tape requests for the jeriod. This, however,
is 1.7 percent more requests than the same statistical number o! jobs usini 3 or less
tapes. Moreover, according to Table 11A, on 7 TRACK REQU ST, the [.7 percent

amounts to 88 jobs requesting facilities which were not used.

9 TRACK TAPES USED. This statistic, much the same as with seven track tapes

used, indicates that 95 percent of the samples used one tape or less. Similarly, the

utilization rate turns out to be 2.94;
7
TOTAL JOBS / ( ,2, TAPES * FREQUENCY) = RATE (eqn 3)
As

9 TRACK TAPES REQUESTED. This category, closely aligne:! to similar 7 TRACK

tape activity, shows 99 percent of all samples requested 3 or less 9 TRACK facilities.
26.8 percent requested some tape facilities, however, and this ccntrasts with the 8.1
percent of jobs actually using the resource. Again, according to the frequency tables

(Tables 12 A & B), 447 jobs appear to have requested facilities whic 1 are not used.
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NUMBER OF TAPES

N LMW —-O

TOTAL

NUMBER OF TAPES

NARWM S WN—O

TOTAL

TABLE LLA

7 TRACK TAPES REQUESTED

FREQUENCY

3874
8§12
190
100

33
36
1l

8

5064

TABLE L1B

7 TRACK TAPES USED

FREQUENCY

4054
680
104

70
37
44
18
27

5064%
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¢ UM

PERCENT (>CT)

76.5 76.5

16.0 92.5

3.8 96.3

2.0 98.3

.7 99.0

7 99.7

2 99.9

_ .1 100.0
100.0

CUM

PERCENT Qg')

80.0 80.0

13.4 93.4

2.1 95.5

1.4 96.9

.7 97.6

9 98.5

4 98.9

1.2 106.0
100.0



NUMBER OF TAPES

v B W N~ O

TOTAL

NUMBER OF TAPES

WM WN~=O

TOTAL 5064

TABLE 12A

9 TRACK TAPES REQUESTED

FREQUENCY PERCENT
3705 73.2
1197 23.6

90 1.3
46 .9
21 N
5 .1
5064 100.0
TABLE 128

9 TRACK TAPES USED

FREQUENCY PERCENT

4150
634
151

66
37
26

100.0
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82.0
12.5
3.0
1.3
.7
.3

CUM
(PCT)

73.2
96.8
98.6
99.5
99.9
100.0

CUM
(PCT)
82.0
94.5
97.5
98.8
99.5
100.0




TURNAROUND. As shown in Table |3A, 41.6 percent of the sainples completed

processing in less than one minute while nearly two-thirds were finished in five or less
iinutes, In the high use category, 8 percent used an hour or incve with 40 percent of
those (4.3 percent of all jobs) processing inore than two hour,. The 74 jobs which
processed more than 6 hours amount to an average 3.08 jobs per dav processing for more

than 25 percent of the available time.

TIME FOR ALL 1/O FUNCTIONS. /O time used per job avoraged 2.4 minutes with

more than half of all jobs using less than 1 minute. 6.2 percent of the samples required
more than 10 ininutes including .8 percent (30 jobs) which required an hour or more of 1/O

processing.

DISKIO. In this sub category of 1/O processing, 65.5 percent made less than 1,000
accesses while another 31 percent made from 1,000 to 40,000 accesses. 3.5 percent, or

179 jobs, accessed the disk 40,00G times or more.

TAPEIO. This subcategory was less pronounced than DISKIO. 77.1 percent of all
jobs had no tape requirements while 12.5 percent used uniform increments of 5,000
blocks in the 1,000 to 200,000 range. More conspicuous are the 548 jobs (10.5 percent)

requiring more than 200,000 tape writes.
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CATEGORY LABEL

LESS THAN 1| MINUTE

1
5
10
20
30
60
90
2
3

TO
TO
TO
TO
TO
TO
TO
TO
TO

MINUTES
MINUTES
MINUTES
MINUTES
MINUTES
MINUTES
MINUTES
HOURS

HOURS

MORE THAN 6 HOURS

TOTAL

CATEGORY LABEL

LESS THAN 1 MINUTE

TO

TO

5
10
20
30
60
90

120

3

6

MINUTES
MINUTES
MINUTES
MINUTES
MINUTES
MINUTES
MINUTES
HOURS

HOURS

MORE THAN 6 HOURS

TOTAL

TABLE 13A

TURNAROUND TIME

FREQUENCY

PERCENT

2106
1012
413
319
169
590
153
35
36
57
74

5064

41.
20.

—
—— 50— ) ON OC
I
=N NONWWRNO RN

100.0

TABLE 13B

THRUPUT TIME

FREQUENCY

PERCENT

2621
1052
170
231
150
418
90
49
44
25
_ 14

5064

60

N W

——00 W RN O —

e s 4 e ® e » e e s
N WO O N WO Woe X

—
Q
(=]
o

CUM
(PCT)

41.
6l.
69.
76.
79.
91.
94,
95.
97.
98.
100.

O WM — —= & =000 N

CUM
(PCT)

51.8
72.6
79.9
84 .4
87.4
95.7
97.4
98.4
99.3
99.8
100.0




CATEGORY LABEL

NONE
LESS THAN 1 MINUTE
I TO 5 MINUTES
5 TO 10 MINUTES
10 TO 30 MINUTES
30 TO 60 MINUTES
MORE THAN 1 HOUR
TOTAL

CATEGORY LABEL

Less Than 1,000
1,000 TO 5,000
5,000 TO 10,000

16,000 TO 20,000
20,000 TO 40,000
40,000 TO 60,000

MORE THAN 60,000

TOTAL

TABLE 14A

TIME FOR ALL 1/O FUNCTIONS

FREQUENCY  PERCENT
1076 20.6
2986 57.2
615 11.8
249 4.8
212 4.1

51 1.0
_30 —?
5064 100.0

TABLE 14B

NUMBER OF DISK ACCESSES

FREQUENCY PERCENT
3318 65.5
798 15.8
283 5.6
291 5.7
195 3.9
62 1.2
117 2.3
5064 100.0
61

CUM
(pcT)

20.
77.
89.
94.
98.

D w o & N

100.

CUM
(PCT)

65.5
81.3
86.9
92.6
96.5
97.7
100.0



TABLE 14C

TAPE BLOCKS READ/WRITTEN

CUM

CATEGORY LAREL FREQUENCY PERCENT (PCT)
NO TAPE 1/O 4022 77.1 77.1
LESS THAN 1,000 196 3.8 80.9
1,000 TO 5,000 89 1.7 82.6
5,000 TO 10,000 75 L. 84.0
10,000 TO 20,000 83 1.6 85.6
20,000 TO 50,000 77 1.5 87.1
50,000 TO 100,000 66 1.3 88.4
100,000 TO 150,000 31 .6 89.0
150,000 TO 200,000 31 .6 89.6
MORE THAN 200,000 548 10.4 100.0

TOTAL 5064 100.0

SORTING. Although 88.9 percent of the jobs processed accomplished no sorting,
nearly 5.2 percent of those that did, sorted from 10,300 to 300,000 records, and 35 jobs
sorted in excess of 300,000. These 35 jobs amount to slightly morc than one job per day.
Furthermore, the statistics indicate that 3 jobs used over an hour for sorting data (see

Table 158).

CORE USAGE. Of the CORE blocks used, more than two-thirds (68.7 percent) used
less than 10,000 CORE positions with 27.1 percent using between 10,000 and 200,000
positions. More worth noting are the 361 (6.9 percent) jobs which used more than
250,000 positions of core. These jobs average 11.6 per day, axd, if found uniform

throughout the period, could have grave effects on multiprogramiming.
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CATEGORY LABEL

NONE
LESS THAN 1,000
1,000 TO 5,000
5,000 TO 10,000
10,000 TO 30,000
30,000 TO 60,000
60,000 TO 120,000
120,000 TO 180,000
180,000 TO 300,000
MORE THAN 300,000

TOTAL

CATEGORY LEVEL

LESS THAN 10,000
10,000 TO 50,000
57,000 TO 100,000

102,000 TO 150,000
153,000 TO 200,000
202,000 TO 250,000
MORE THAN 250,000

TOTAL

TABLE 15A

RECORDS SORTED

63

CUM
FREQUENCY PERCIINT (PCT)
4641 88.9 88.9
137 2.6 91.5
94 1.8 93.4
33 .6 94.0
126 2.4 95.4
63 1.1 96.5
40 .8 97.3
34 .7 98.0
16 .3 98.3
35 .7 100.0
5064 100.0
TABLE 15B
AMOUNT OF CORE USED
CUM
FREQUENCY PERCENT (PCT)
3583 638.7 68.7
707 13.5 82.2
284 5.4 87.6
132 2.5 90.1
88 1.7 91.38
64 1.2 93.0
361 7.0 100.0
5064 100.0




PP USAGE by jobs presents a decreasing, skewed curve which diminishes geo-
metrically with time. With just about 66.8 percent of the johs using one or less minutes,
the high end of the scale shows .9 percent using over 90 minutes. The CON-
DESCRIPTIVE data (Table 6) indicates that a total of 25.03 PP minutes, or 1.25 PPs were

in use daily:

((#PPs * 60 Min * 24 Hrs * 24 Days) /

Minutes used) / #PPs avaiable = Use (eqn &)

This low number, representing an average of just over 6 percent of the 20 available PPs,
may possibly be explained by the Percent of Contro! Point Usage in Table 7. There, the
36.10 percent indicates a low multiprogramming rate. Hence the low use of the

Peripheral Processors.

SWAP OUT TIME. This category, used to account for all non-processing time a job

experiences (less time spent in wait queues), reveals an interesting phenomenon.
Although 41.4 percent of the jobs sampled experienced no swap out time, 564 jobs (10.9
percent) were swapped out 30 or more minutes, 97 of which jobs remained swapped out in
excess of 90 minutes. Swapped jobs, depending on the reason for being swapped, could
tie up one of the available control points thus contributing to the degradation of

multiprogramming.

CPU TIME, the category in which most cursory judgements are made concerning the
number of additional jobs the computer can potentially handie, must be viewed in
conjuction with the CPU utilization rate of Tables 6 and 7. Of available CPU time, the

utilization rate for all jobs for the month was 46.22 percent while the average CPU time
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PERIPHERAL PROCESSOR USAGE

CATiI GORY LABEL

MINUTES

MINUTES
MINUTES
MINUTES
MINUTES
MINUTES

UNKINOWN
LESS THAN 1 MINUTE
TO 5
5 TO 10
10 TO 15
I5 TO 20
20 TO 30
30 TO 60
60 90

MINUTES

TO
MORE THAN 90 MINUTES
TOTAL

CATEGORY LABEL

NONE

LESS THAN | MlNUTE

60

TO
TO
TO
TO
TO
TO

MINUTES
MINUTES
MINUTES
MINUTES
MINUTES
MINUTES
MINUTES

TO 9
MORE THAN 90 MINUTES
TOTAL

TABLE 16A

FREQUENCY PERCENT
46 .9
3487 66.8
765 4.7
319 6.1
171 3.3
132 2.5
110 2.1
101 1.9
39 .8
¥ 9
5064 100.0
TABLE 16B

TIME SWAPPED OUT

FREQUENCY

2160
1047
635
286
135
20
262
384
33
97

JPUpEELET

5064

65
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CUM
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for the sample jobs was just 2.82 minutes. Computing the ut-lization rate of the 249 jobs
(4.8 percent) in Table 17A which used in excess of 20 minutes, it turns out that those jobs

(an average 10.4 per day) used 32 percent of the CPU usage tiine.

a) TOTAL SHIFT HOURS (CONDESCRIPTIVE DATA) = 245
b) 95.2% OF SAMPLE JOB (TABLE 16A) HOURS = 172
thus

CPU Utilization = 1-{5/a) - 0.32 (egn 5)

A further analysis of CPU utilization as it rela‘es to THRUPUT, TURNAROUND
and ARRIVAL is presented in hourly increments in Figure 8, Close scrutiny of the
diagram reveals a definite turnaround bottleneck during the first pa-t of a day. The CPU
utilization per .-+~ s fairly consistent throughout the cay even through rapid increases in
job ARRIVAL around the 8:00 AM hour. Additional examination »f the phenomenon is

discussed under hypothesis testing.

CM TIME. This variable shows that nearly 84 percent of all jobs spent 5 or less

minutes in Central Memory while 2 percent consurned more than an hour of CM time, 53

jobs of which are over two hours.
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CATEGORY LABEL

UNKNOWN

LESS THAN .1 MINUTE
I TO .2 MINUTES
.2 TO .4 MINUTES
4 TO .6 MINUTES
.6 TO .8 MINUTES
.3 TO I MINUTE
l TO 5 MINUTES
5 TO 10 MINUTES

10 TO 20 MINUTES
MORE THAN 20 MINUTES

TOTAL

CATEGORY LABEL

LESS THAN | MINUTE
I TO 5 MINUTES
5 TO 10 MINUTES
10 TO 20 MINUTES
20 TO 40 MINUTES
40 TO 60 MINUTES
60 TO 90 MINUTES
90 TO 120 MINUTES
MORE THAN 2 HOURS

TOTAL

TABLE 17A

CENTRAL PROCESSOR TIME

FREQUENCY

PERCENT

8
2708
298
356
170
116
69
880
211
154
249

5064

TABLE 17B

TIME IN CENTRAL MEMORY

FREQUENCY PERCENT
3760 72.0
620 11.9
284 5.4
223 4.3
176 3.4
51 1.0
37 .7
15 .3
53 1.0
5064 100.0
67
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CUM
(PCT)

52.1
57.8
66.6
69.9
72.1
73.4
90.3
92.3
95.3
100.0

CUM
(PCT)

72.0
83.9
89.3
93.6
97.0 °
98.0
98.7
99.0
100.0
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BOTTLENECK HYPOTHESIS

A swninary analysis of the statistical results of the workload variables can best be
seen thrcugh the Kiviat (Ref:28) graph of Figure 9 and the accompanying utilization
table, Tanie 18. The graph, a pictorial representation of the tuie spent by a job at key
processin ; points, reveals that the overhead activities are the major bottlene ks in a
job's turnaround time. POSTPROC, the activity which occurs after internal execution
has completed, accounts for 25 percent of the overhead. INQUEUE, the tine spent
waiting for initial control point assignment, adds another 24 percent. SWAPOUT time,
although a function of how many jobs are concurrently in the system, is nevcrtheless
additional overhead and contributes 5 percent to the total. IOWAIT, i result of
peripherul equipment not being ready to use while a job is at a control point, contributes
another 10 percent. Thus, IOWAIT, together with POSTPROC, INQUEUE, and

SWAPTIME, account for 64 percent of the tume a job spends in the system.

In order to get a more positive picture ot this probable bottleneck, two additional

SPSS runs were made on the workload data. The first used the strata ot jobs which had a

turnaround of one hour or more. This was done using:

SELECT IF (TURNAROUND GE 60.00)

The second run used the strata of jobs which completed in che munute or less:

SELECT IF (TURNAROUND LE 1.00)

The results provide the first concrete hypothesis as to what causes job elongation in

the system. Assessing the jobs with processing times greater than one hour (Table 19 and
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Figure 10), the INQUEUE time increases by more than 43 percent tron 24 to 34.4
percent while the remaining overhead variables - SWAPTIME, IOWAIT and
POSTPROC - experience a signiticant decrease. In contrast, job, which coapleted in
one ininute or less experienced the opposite (Figure 11). INQUEUE titne dropj ed trom 24
to 1.8 percent while SWAPTIME, IOWAIT and POSTPROC all incrzased on the average
50 percent.  Counter to those changes is a surprising stabiity of the execution
pararneters, 1/O, CPU and EXQUEUE. [t turns out that regardless of the tune a job
spends in the machine, the percentage ot tiine spent executing is a stable factor. Thus
the hypothesis 15 established that the peripheral and tiine resources used by a job is the

pritnary cause of job elongation.

TABLE 18

JOB TURNAROUND
RESOURCE UTILIZATION PERCENTAGES

MEAN PERCENT OF

VARIABLE VALUE TURNAROUND
INQUEUE 6.25 24.0%
CPU 2.45 9.0%
/O 2.09 3.0%
EXQUEUE 1.23 5.0%
SWAPTIME 4.93 19.0%
IOW AIT 2.58 10.0%
POSTPROC 6.53 25.0%

100%
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TABLE 19

RESOURCE UTILIZATION PERCENTAGLES

FOR HIGH/LOW TURNAROUND TIME JOBS

JOBS WITH JOBS WITH
TURNAROUND “URNAROUN
GREATER THAN 60 MIN LES:. THAN | MINUTE
MEAN MEAN
VARIABLE VALUE PERCENT VALUL PERCENT
INQUEUE 67.38 34.40 .010 1.81
POSTPROC 42.72 21.80 .212 38.48
IOWAIT 14.08 7.20 .090 16.33
SWAPTIME 29.72 15.10 146 26.50
1/0 13.84 7.10 .046 8.35
CPU 17.05 $.88 043 7.80
EXQUEUE 10.73 _5.60 004 .73
TOTALS 196.24 100.0 .551 100.0

SUMMARY

This chapter was used primnarily to make raw observations abuut the workload data
on which later analyses will be based. The observations will be :xpanded in the next
chapter to inake initial hypotheses about where major bottleneck iareas can possibly he
found. In subsequent chapters, extended analyses of the problen areas using the data
will aid in building explanatory mathematical mnodels ds a baseline for predicting tuture

thruput behavior under hypothetical changes.
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V INITIAL HY POTHE .ES

BACKGROUND.

The development of the initial hypotheses wus aided considerably by theories
oftered by AFLC operators, schedulers and systein programnmers during interviews
conducted in May, 198]1. Those are included here without specific reference, a:ong with
several generalized hypotheses resulting from the analysis of the benchmark data
statistics presented in the previous chapter. The hypotheses, where possible, have been

organized around three improvement categories defined in RAND R-549-1-PR (Ref:5):

(1) Reducing the system workload

(2) Tuning the existing system

(3) Upgrading the computer system

REDUCING THE SYSTEM WORKLOAD.

HYPOTHESIS I: A FREE-GOOD APPROACH HAS LED TC: LARGE DEMANDS.
Given a zero cost for computer resources and time, and the urgency placed upon
conversions by the 7080 problem (Ref 5:14), design efficiency is not always of prime
concern to programmers. AFLC's computer services ure allocated to authorized users on
a first-come/first-served basis and not on a cost basis (although reource usage costs, by

organizational user, are produced and published (Ref 5:27; 31).
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HYPOTHESIS 2:  UNCONVERTED WORKLOAD HAS CAUSED INLFHICIENT
SY STEM USE. Critical time constraints on completing conversions fromn the 7630 to the
CYBER may have forced programmers to use the new host comnputer as merely an
extension of the old one. Techniques from the previous systetn tnay be extren ely poor
when applied to the newer equipment. Inappropriate use of 1/O facilities, inemory use
and instruction mixes from a uni-programrming machine may not eftectively take

advantage of the capabilities inherent in a multi-programming computer (Ret 5:28).

HY POTHESIS 3: ORGANIZATIONAL METHODOLOGY DIFFERENCES COMPRO-
MISE EFFICIENCY. An unfortunate difference in rmethodology between the Technical
Support, the Users, and the Operations groups may exist which conflicts with a proven
policy which provides optimal thruput for the computer. That is, arrangements that are
reasonable for each group individually, may not meet with the objectives ot the overall

command viewpoint (Ref 5:31; LMT Interviews).

TUNING THE SY STEM.

The structure of the computer may make its performance susceptible to a number of
minor details about hardware, softwaure, load and operating procedures. Tuning, the
process of changing these details to make relative irnprovements in periormance in
specific areas can, when applied in sequence, lead to a considerable increase in overall

performance.

HYPOTHESIS 4 APPARENT MINOR ACTIONS BY USERS ARE HAVING STRONG
ADVERSE AFFECTS. If, for example, users have heavily 1/O bound jobs, an ‘mcreasé in
pertormance can be achieved by using larger blocking factors, and/or by using disk for
intermediate job steps while using tape only for the initial input and final output

(Ref 5:27; 1:12).
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HYPOTHESIS 5: SCHEDULING BY SHIFT HAS COMPROMISED MULTIPRO-
GRAMMING CAPABILITIES. External scheduling may tend to place only test jobs with
heavy I/O activity in the prime shift leaving CPU-bound jobs in the off -prime shift, The

result inay be inefficient machine usage (Ref Figure 8C; 30).

HYPOTHESIS 6: INAPPROPRIATE STATIC INTERNAL SCH,.DULING PRIORITIES
COMPROMISE EFFICIENCY. General purpose internal dispatchiig priorities may give
more ettective CPU time to compute-bound jobs than to /O jobs. It a higher percentage
of the computer operation is 1/O-bound then the I/O jobs :thould receive either
dispatcliing priority or larger CPU tiine slices, or both, than the CPiJ-bound jobs

(Ref 5:28).

HYPOTHESIS 7: 1/0 CONTENTION FOR A SPECIFIC DEVICE SLOWS
PROCE SSING. Concentration among different tasks for a Disk head, Controller, or

Channel can cause severe inefticiencies on the machine (Ref 5:23).

HY POTHESIS 8: INAPPROPRIATE OPERATING SYSTEM PLACEMENT REDUCES
SYSTEM PERFORMANCE. Heavily accessed resident utility prcgrams may be ineffi-
ciently contending for the same channel or resident areas when ilternate channels or
resident areas for compatible utility programs should be used 10 increase efficiency

(Ref 37:135).

HYPOTHESIS 9: TOO FEW ACTIVITIES IN THE SYSTEM. Hcavy CPU jobs inay be
wasting resources such as CM, tape drives, disk drives, etc., when run in a sparse job

mix. A more balanced mix of jobs may improve overall machine hruput (see Tahle 19,

Page 73).
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HYPOTHESIS 10: SPECIAL REQUIREMENTS ARL WASTING PROCLSSOR CAPA-
BILITIES. Private device sets, tape mounting and card louding between jobs ung job

steps may accuinulate to an hour or mmore over a day.

A different philosophy or hardware/sof tware configuration can add valuable processing

effectiveness to active computer time (Ret:l).

UPGRADING THE COMPUTER SY STEM.

Increasing or upgrading computer resources can be a major factor in improving
performance. The following hypotheses indicate problem areas that mnay provide insight

1o upgrading the computer system as a primary alternative solution.

HYPOTHESIS 11: INSUFFICIENT MEMORY 1S CAUSING A BOTTLENECK IN THE
CM QUEUE. A job may have started processing using a minimum imemory allocation but
Is held up on subsequent steps which require larger memory blocks to process.
Throughput rates can be improved if memory is augmented while keeping the scheduling
algorithm static when excessive CM queue waiting is the result of insufficient memory

(Ref 5:38).

HYPOTHESIS 12: INSUFFICIENT PERIPHERAL CAPABILITY CAUSES A BOTTLE-
NECK. Increasing the limiting resource of the computer, such as tape drives, disk
drives, printers or front-end computers, could vastly improve performance throughout a

system. (See Figs 9-11)

HYPOTHESIS 13. A SERIES OF INTERNAL BOTTLENECKS ARE CAUSING THE

INPUT QUEUE TO OVERLOAD. Based on the previous assumptions as to which areas

?7?
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are causing bottlenecks at specific resource queucs, the gross effect rnay prevent jobs

from entering the systein on a timely basis. (Figs 9-11, Pages 70-72)

HYPOTHESIS 14. THE WORKLOAD WILL EXCEED CAPACITY WITH THE ADDI-
TION OF X SYSTEMS. Given the current workloac (Ref:30) and the average utilization
percentages, the anticipated workjoad (Figure 6, Page 40) will exceed the comnputer's
capability to process all jobs with the addition of X number of systerns. The current
workload, consisting of 2088 hours of monthly proc :ssing, is increasing at a rate of 4.08
percent per month (see Production Jobs, Figure 6, Page 40). The current load represents
94 percent of capacity (2088/2225) with 138 hours (imultiprograinming) remaining. The

machine will overioad when the remaining 138 hours are exceeded.

VERIFICATION REQUIREMENTS

HYPOTHESIS 1. A Free-Good Approach Has Led to Large Demands. This
hypothesis can be tested by examining the DAYFILE accounting data for blocking factors
used by jobs. Files written to tape by the user systemn is most efficient when a full 512
CM words (5120 characters) are packed into a block of data. If it is tound that jobs are
using smaller blocking sizes, e.g., 3000 or less as is used for the 7080 Computer, more
inter-record gaps and more [/O requests will be required resulting in higher system
overhead and the use of more tapes. As an example, it the average blocking for all tape
jobs is 3000 characters, increasing the blocking to the tape imaximum of 5120 would

decrease 1/O overhead by 4] percent.

HYPOTHESIS 2. Unconverted Workload Has Caused Inefficient Systein Use.
Testing the validity of this hypothesis requires simulation or emulation of the 7080

computer on the CYBER and a detailed look into the programming techniques being used
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by progia nmers of the converting systeins, Considering the conversion schedule
(Figure 6, Page 40), the period for which this phenomenon s e pected to persist (one and
a half years) in relation to the probable payoit (less than a year and a half of increased

inachine time), the time and cost required for the study is not warranted.

HYPOTHESIS 3. Organizational Methodology Ditterences Compromnise Etticiency.
Since each ol the organizations (user, operations, and technical support) are co-equal and
most likely using methods which best accoinplish their specitic goals within constraints
of personnel and tiine, this hypothesis must be viewed in terins of the larger organiza-

tional onjective. That is, the end product vutput requireinent.

(1} Actvities by operators can be examined througl observation of the DAYFILE
data as they apply to operator initiated action. The SWAI' rute (Table 16!y, Page 66) as

well as the number of lockins/lockouts per day, can be a clie to this activity.

(2) Scheduling bottlenecks, as observed by the ARRIVAL rate (Table 9A, Page 53)
could be an indication that the user's tirning requireinents (output, interleaving) inay be

unreasonable or out of line with the nost efticient Jdaily thruput processing.

(3) An examination of job thruput as it relatcs to job priorities could indicate that

a different priority scheiie may have to be initiated by the technical group.

Further examinations of the DAYFILE to test (1) abose would require the develop-
ment of an additional DAYFILE scanning programn with 10 certainty that the payoft
would warrant the time and cost involved. Point 2 atove can easily be tested by
reassigning some jobs to lighter scheduled periods and (bserving the resuits. But a

considerable amount of time would then be necessary to 1 egotiate with users to permit
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permanent rescheduling. The testing of ditferent priority schemes would require

- software personnel to develop and test several combinations without assurances that any

of the scheines would payofif.

HYPOTHESIS 4. Apparent Minor Actions by Users are Having Strong Adverse
Affects. This hypothesis can be tested by obtaining intormation about workload
characteristics from users regarding how and why certain files are built, stored and used
in their present forin. The payoff could result in an 1/O overhead saving siinilar to that

of hypothesis 1.

HYPOTHESIS 5. Scheduling by Shitt Has Compromised Multiprogramnming Capabil-
ities. This can be checked by looking at the CPU and /O activity per job during the
relevant periods. lf the test proves positive (i.e., a change in when jobs are processed
produces more multiprogramming throughout the day) implementation of the new
procedure may be at the expense of user testing/development and a possible delay in

expected implemeniation of future workloads.

HYPOTHESIS 6. Inappropriate Static Internal Scheduling Priorities Comproinise
Efficiency. Testing whether this phenomenon exists is accomplished by determining the
ratio of 1/O bound jobs to Compute bound jobs, and the relative weight given each by the
scheduling algorithm. The payoff, should the test prove a different scheine is more

efticient, would be a reduction in thruput and, hence turnaround.

HYPOTHESIS 7. 1/O Contention For A Specific Device Slows Processing. A
determination as to whether a test for this hypothesis is necessary can be made through
an observation of tw.» Table 8 factors, DISKIO and DISKWAIT. A calculation ot the ratio

of I/O service (DISKWAIT) to unit record processing (DISKIO) would produce a
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meastic.ble statistic for which to test the hypothesis. A ratio greater than .04 (this is
the effective transfer rate per disk rotation given constant access to disk and channel)
would contirm the initial theory and warrant turther testing, The additional testing
involves actually changing the location of a sampling ot files und running a test job

stream to verify changes in perforinance.

HYPOTHESIS 8. Inappropriate Operating Systein Placeient Reduces System
Performance. This hypothesis can be tested by experimenting with different combina-
tions of utility program placement. As noted in Chapter 1l on Software Organization,
multiple access utilities are stored in a common meinory area for use by all jobs, While
a duplicate placement ot such utilities would incredse core usage, its resultant increase

in thruput may well be worth the trade-off.

HYPOTHESIS 9. Too Few Activities In The System. This hypothesis, derived from
observing a high TURNAROUND vis-a-vis job ARRIVAL during the 0000-0800 period
(Figure 8A-C, Pages 50-52) as opposed to a relative low TURNAROUND with a higher
ARRIVAL rate during the 1600-2400 period, can be tested by experimenting with
different job mixes during those periods. Should the shifting of jobs to ditferent periods
result in an increase in overall turnaround, the permanent change would be warranted.

.

HYPOTHESIS 10. Special Requirement: Are Wasting Processor Capabilizies. As
noted under Peripheral Devices (Chapter 111) the system uses 24 of its 33 disk crives for
private device sets. These devices are non-allocatable and, as suc!, can only be assigned
to one job at a time. Thus, operators must mount and dismount -lifferent set: as each
new user system enters the computer and requests these devices. The hypothesis can be
tested by accounting for all DISKWAIT tiine experienced by the sample jobs. The

expected DISKW AIT tirne should be 0 for a balanced computer.
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HYPOTHLSIS 1}. Insufficient Memory is Causing a Bottleneck in the CM Queue.
Testing this hypothesis involves the use of a hardware monitor to gather, aver:ge and
compare memory wait tiines against memory usage (Table 7B, Puge 67). The criteria
for determining whether such a test should be made is derived fron an observation that
memory usage is a najor factor in THRUPUT tune as given by 4 egression analysis of
THRUPUT against CM USAGE. If the regression warrants the .nonitor test and the
results compared produces a large ratio (i.e., memory wait to nemory use), me.nory is

probably an important constraint and should be augimented.

HYPOTHESIS 12. Insufficient Peripheral Capavility Cause: a Bottleneck. This
hypothesis is a derivation froin an initial examination of postprocessing requiremn. :nts and
the ditference between THRUPUT and TURNAROUND. The hypothesis can be t:sted by
temporarily adding a printing device to see if the bottleneck can be eliminated. This
test may prove that a printer is the limiting resource or it may indicate that disk head

contention would cancel any beneficial effects.

HYPOTHESIS 13. A series of Internal Bottlenecks are Causing the Input Cueue to
Overload. This hypothesis can be verified through the use of an input queue model which
will indicate the expected time a job will spend in the input queue. If the observed time

exceeds the expected time the hypothesis is considered verified.

HYPOTHESIS 14, Workload Will Exceed Capacity With The Addition of X Systens.
This hypothesis can be evaluated by assessing the average hours consuined by current
systemns and extrapolating a sum of the means to a point at which the machine capacity
is reached. The number of times the mean is added to the sumn bcyond the currant sum
of the systemm means would then represent the number of average systeins which can be

added.
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VI DEVELOPMENT OF A TURNAROUND TIME MODEL

OVERVIEW

The primary analysis tool used in this thesis is an analytic model ncorporating
multilinear regression analysis and factor analysis techniques to theorize the causes of
the thruput problem. This technique, as explained in Chapter I, provides first an
explanatory vehicle to get answers as to why the expected perforinance ot the computer
has not been achieved. Secondly, it provides a proven predictive tool to assess the
impact of changes in the system's workload and internal components (Ref:12). And
thirdly, a method tor verification as to whether the changes actually improved

performance is possible with the model.

Previous studies, accomplished by Hartrum (Ref:23) and Thompson (Ref:36), pro-
vided an excellent starting point for the model developnent. Several key parameters
which were not obtainable at the tiine have since peen derived froin the reduction

programs (see Chapter II) and are used to enhance thosce applications.

MODEL STRUCTURE

Basically the analytic model is developed around an organized description of the job
flow components of the CYBER (see Figure 9, Page 70). The model identifies potential

points where activities inay be delayed as a job processes through the systein,
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As a rule, turnaround time would include all activities involved in job processing
from the user to the user (i.e., subrission, staging, processing, routing and receipt). The
model developed for this thesis, however, considers only the processing phase. There-
fore, turnaround time, tor the purpose of this investigation, i1s detined as> the tine from
job input to the systein (ARRiVAL) through job output (Fina! Print). Thruput then, is the
time required for internal processing which excludes the time from ARRIVAL to the
titne the job is assigned to a control point, and fromn control point exit through final

print.

Figure 12 depicts the coinplete TURNAROUND Time Model. Figure 13 shows the
model in tree form, and Table 20 contains the nodel variables. The model itselt is
developed increimentally using testable components to lead to the final rnodel. The basic

model is detined as:

TURNAROUND = QUETIME + THRUPUT
where
THRUPUT = EXECUTION + WAITTIME
QUETIME = INQUEUE + POSTPROC
and
EXECUTION = CPU + 10 + EXQUEUE
WAITTIME = SWAPTIME + DISKWAIT +« TAPEWAIT

These dependent variables will be modeled as a function of the independent

variables to determine which of the independent variailes caused the rmost delay. First,
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TABLE 20

VARIABLES FOR THE

TURNAROUND TIME MODEL

VARIABLE DESCRIPTION
TURNAROUND TURNAROUND TIME

THRUPUT THRUPUT TIME

INQUEUE TIME IN INPUT QUEUE

19} /O TIME

EXECUTN TIME SPENT EXECUTING

SWAPTIME TIME SPENT SWAPPED OUT
WAITTIML TIME SPENT WAITING I/C RESOURCES
POSTPROC POST PROCESSING TIME
OUTQUEUE TIME SPENT IN THE OUT *UT QU:UE
ARRIVAL TIME OF JOB ARRIVAL

EXQUEUE TIME SPENT IN EXECUTION QUE JES
CPU CPU TIME

CM TIME SPENT IN CENTRAL MEMOY
DISKW AIT TIME SPENT WAITING FOR DISK
TAPEWAIT TIME SPENT WAITING FOR TAPE
DISKIO NUMBER OF DISK ACCESSES
TAPEIO NUMBER OF TAPE 1/Os

NINETRK NUMBER OF 9 TRACK TAPES US :D
CORE AMOUNT OF CORE USED

MAXMEM MAXIMUM MEMORY USE )

LINES LINES PRINTED
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however, THRUPUT and QUETIME are modeled separately to detect any existence ot
multicolinearity or non-additivity between the independent variubles before using the

two as independents of TURNAROUND.

QUETIME MODEL. The Preprocessing and Postprocessing aspects ot a job, to one

degree or another, should depend on the resource requirements for the job. Post-
processing, however, is likely to be independent of the resource paramneters governing
preprocessing since printing is the sole remaining task for the job once internal
processing is complete,  Inqueue, however, is modeled separdtcly in an attempt to
deterinine the source variation awnong the component parameters betore testing thelr

goodness as predictors for overall QUETIME.

INQUEUE. The expected tiine a job will spend in the input queue in an unsaturated
computer should depend on the resources requested and the resourcas available when the
request is made. The INQUEUE time then, is a function of the following pararneters

which the user enters on his job card.

TABLE 21
INQUEUE MODEL VARIABLES

INPUT PARAMETER VARIABLE USED
- CPUTIME requested = TREQ
- [OTIME requested (unavailable) = actual IOTIME
~ Central Memory requested = CMREQ
- 7 Track Tapes requested = REQ7
- 9 Track Tapes requested = REQY
- aging time already spent = unknown

in the queue
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IOTIME requested was unavailable as can be seen but a reasonable approxirnation can be
made by using the actual time observed. It should also be noted t'.at in many cases the
user will have estimated a much larger value than required tor his job to ensure that his
job will run to completion (the system will abort a job if actual res urce use ex. eeds the
requested tune or an installation default tiine in cases where a request field is left
blank). Thus the time in the input queue would depend on a large request value that
might correspond to a small value actually used by the job. The INQULUE model thus

becomes:
INQUEUE = Al + BI(TREQ) + B2(10) + B3(CMREQ) +
B4 (REQ7) + B5 (REQY) (egn 6)
QUETIME then, is modeled as:

QUETIME = INQUEUE + POSTPROC

THRUPUT MODEL. Somewhat similar to QUETIME, the hruput model can be

viewed as a function of the resources used while a job is at a control point. The times,
however, include the time which the job spent in the CM queue due to being swapped or
rolled out. This value is later subtracted from the control point time and modeled
separately but the number of swaps/rolls and length of each is unavailable. The

THRUPUT model then, is a function of:

- CPU time actually used
- PPUSAGE time actually used
- O time actually used (will overlap with PPUSAGE)

- CM memory actually used
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- DISKIO actually used

- TAPEIO actually used

- IOWAIT actual DISKWAIT + TAPEWAIT

- SWAPTIME tiine swapped out or pre-empted

- EXQUEUE time in CPU and I/O queues

It should be noted that a certain ainount of interaction is expected between PPUSAGE,
[0, DISKIO and TAPEIO. This interaction is a function of the number of {/O calls mnade
by a job and not of the number of jobs concurrently in the systern. Thus the model for

THRUPUT should be:
THRUPUT = Cl + DI(CPU) + D2(CM) + D3(PPUSAGE) +
D4(10) + D5(DISKIO) + D6(TAPEIO) +

D7(EXQUEUE) + D8(IOWAIT) + DI(SWAP MME (eqn 7)

EXECUTION MODEL. The time a job spends executiag i the system directly

aftects the thruput tiine of a4 job and is comprised of CPU, 10 and the time spent in the
CPU and IO queues. The CPU and IO timnes, as noted before can be directly extracted
froin the DAYFILE statistics. Queue tiine for the model, a thou;;h not available as an
independent statistic of the DAYFILE data, can be derived iromn the CPU, (M and I/O
statistics. According to the job flow algorithm (Chapter III) the C'A time recorded is the
time a job inaintains its field length while performing CPL and [/O activities.

4
Therefore, the difference between the two and CM would account 1or the queue tiine.




EXQUELI, ~ CM -~ (CPU + 10O)

The execution model then, is a function of:

- CPU tin:e spent in the CPU

- CM tiine spent in central ineinory

- 10 time performing I/O operations

- EXQUELUIE time waiting in execution queues
While the mode !l becornes:

EXECUTION = El + FI(CPU) + F2(CM) + F3(10) + F4(EXQUEUL) (eqn 8)

The basic TURNAROUND model then, as a tunction of the previously described

models, can now be portrayed as:

TURNAROUNL = G1 + HI(IO) + H2A(POSTPROL) + H3(CPU) +
H4(IOWAIT) + H5(SWAPTIME) + H6(INQUEUE) +
H7(CM) + H8(PPUSAGE) + HI(DISKIO) +

H10{TAPEIO) + HI I{EXQUEUE) (egn 9)

MODEL TUNING

The results of the hypothetical snodels were tested through regression analysis
procedures to verify their goodness in explaining the variation in turnaround time. The
three dependent va iables (TURNAROUND, QUETIME and THRUPUT) were regressed
against the set of ir dependent variables in a stepwise mode in order to find the optimal

list of variables to e included in the final equation. The r2 value was used as a criteria

N
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in evaluating the models. Once the funciional “ariables were deterinined an additional
reg: :ssion analysis was made regressing the dependent variable of each todel against its
respective set of independent variables to find and elitningte those which did not
contribute to their inodel or which exhibited traits of multicolinedrity or non-additivity.

Table 22 shows the final results and the critical r2 values obtained from the tests.

The r2 results tend to show that the selected independent variables, with the
exclusion ot the job card variables (CMREQ, TREQ, REQ7 and I'EQ9) which explain very
little of the variation in INQUEUE time, are adequate predictors for the turnaround
models, Four of the variables originally in the THRUPUT i.0de! (DISKIO, TAPEIO,
PPUSAGE and EXQUEUE) were found to have a high degree of multicolinearity with
other variables of that group on an independent regression run of the THRUPUT model

and subsequently discarded troin the set.

After assessing the regression results, the CM variable, 4 weighted total of CPU and
10, was dropped in favor of CPU and 10, while INQUEUE was usad as a surrogate for the
request variables. The final model for TURNAROUND is given in equation 10 while
Figure !4 shows the independent variables in a tree structure after the leat nodes have

been eliminated.

TURNAROUND = .14 + 1.24(10) + 1.O(POSTP 20C) + 1.21{CH'U) +
-56(IOW AIT) + 1.0L(SWAPTIME) + .99INQUEUE)

(eqn 10)
VALIDATION

The mean values for the independent variables collected fromi the SPSS runs
(Table 6, Page 43) were used to drive the model and calculate the associated values ot

the final model. Equation 11 shows the results of the calculations.

92

—eea .-



TABLE 22

TURNAROUND MODEL REGRESSION ANALY SIS

cuMm
DEPENDENT INDEPENDEN f CRITICAL r2 PERCENT OF
VARIABLE VARIABLE VALUE VARIATION
INQUEUE TREQ .0098 .0098
10 .0032 .0131
REQ7 .0016 .0146
REQ9 .0013 .0160
CMREQ .0001 .0161
0161
THRUPUT SWAPTIME .6389 .6389
cM .2636 .9025
IOWAIT .0449 .9473
10 .0123 .9597
CPU L0141 9738
.9738 i
TURNAROUND INQUEUE .6091 .6091
SWAPTIME .1579 .7670 ﬂ
POSTPROC 1452 .9122 ‘
CPU .0617 .9739
10 .0126 .9865
IOWAIT .0071 9936
.9936 ;
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TURNAROUND = .14 + 1.24(2.09) + 1.0(6.53) + 1.21(2.45) +

.56(2.58) + 1.014.93) + .99(6.25) - 24.84

(2qn 11)

The validation indicates thdt the final model provides an excellent preaictor for the

true TURNAROQUND since:

Actual TURNAROUND tiine = 24.74

i}

Predicted TURNAROUND 24.84

To obtain turther assurances of the model's accuracy, a random sample (of | percent) of

the jobs wads selected trom the sample population using

SAMPLE 0.01

on an SPSS procedure card. The mean values were derived in the usual manner with the

following results

VARIABLE MEAN VARIABLE MEAN
CpPU 1.407 POSTPROC 12,548
o] 1.243 INQUEUL 11.157
IOWAIT 1.245 TURNAROUND 31.228
SWAPTIME 3.424
thus
Actual TURNAROUND = 31.23

Predicted TURNAROUND = .14 + 1.24(1.24) + 1.0(12.55) +
1.21(1.41) + .56(1.25) +
1.01(3.42) + .99(11.16) = 31.14




SUMMARY

In this chapter the analyses of the workload observations (Chapter 1V) were used as
the basis for developing a deterministic model ol a job's turnaroundy tiime n the coinputer
system. The independent variables of the turnaround time woere selocted trom the set of
all variables extracted or derived froin the benchinark worlload. These were initially
defined as the titne spent waiting (Quetiine) and the time spent processing (thruput).
Models tor those independent variables were then developed and te.ted to tind, tor each,
a more definitive subset of variables which could be used as surrogates tor QUETIME and

THRUPUT in the final predictive TURNAROUND tirne model,

As would be expected in a scarch for an optirnal mode!, numerous dead-ends were
explored before finding the best combination of variables wh.ch would expliin the actual
turnaround tune observed. The final model (10, POSTPROC, CPU, IOWAIT, SWAPTIME
and INQUEUE) provides an excellent tool for explaining the celay points in the cornputer

system.

The coefticients of two variables, POSTPROC and INQUELIL , show that each unit
change in the variable causes a corresponding unit change .n turaaround. This can be
expected since the two are primarily functions of how many jobs are in the system and
not of the job itself. An indepth analysis of the variation irn INQUEUE and POSTPROC
will be made in the next chapter on hypotheses veritication. IOWAIT, showing
coefficient of .56, is again a variable independent of a job's execution and will also be
examined further in the next chapter. In general, however, the value of IOWAIT 1s
purely a result of unavailable resources (see Rollout, Chapter III) and shouid represent a
one-to-one relationship with turnaround (i.e., a unit increase/decrease in IOWAIT should

cause a like change in TURNAROUND. One possible explanation is that less than halt ot
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all jobs sanpled experienced wait tine for resources while the model averages the data
points for the entire sammple population. In fact, the coefficients of CPUJ and 10 which
are functions of thruput as is IOWAIT, appear to make up the ditference in the IOWAIT
statistic when the regression analysis treats all jobs as having values available for each
variable. Suffice it to say that tor the purpose of this thesis, given the availanle data,
the final model accomplishes the task of explaining job turnaround time and will serve as
a useful predictor of future job turnaround when the selected independent variables are

varied according to hypothesized modifications.

L)
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VI HYPOTHESES VERIFICATION

INTRODUCTION

As mentioned in the section on requirements for hypotheses verification (Chapter V),
several of the hypothesized problems required analysis procedur »s beyond the stated
scope of the thesis and of the time available to conduct sah tests. These are
nonetheless analyzed and discussed, and while many of themn are subsequently deferred to
other possible efforts, others have been helpful in adding to the overall improvement of
the problern through analytical deduction. The completely discarded hypotheses and the
reasons for rejection are also included in the analysis which follows. A follow-on thesis

effort should be considered in order to fully optirnize to the machine capability.

RETAINEN HYPOTHESES

HYPOTHESIS 1. A Free-good Approach Has Led to Large Dernands. This hypothesis
boils down to assuinptions about the kind of blocking nrogramu ers are using for 1/O
operations, and, although an actual investigation was not made because of time
constraints, should be included 4s a potential for time redu:tion. 1f it can be assumed
that the hypothesis is valid, then the difference between the maximum blocking of the

IBM 7080 and the CYBER amounts to a 41 percent decrease in 1/O overhead:

3000 IBM blocking / 5120 CYBER blocking = 41 %
This reduces the effective average 1/O time to

1/O = 2.09 - (2.G9 * .41) = 1.23 min/job

HYPOTHESIS 3. Organizational Methodology Differences Compromise Efficiency.
All aspects of the established tosting procedures for this hypothesis cannot be

accomplished under the scope of this thesis. One key test for example, a program to
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detect the number of operator initiated lockins/lcckouts, could be developed at a later
time to f{ind the exact occurances of that activity. A scheduling bottleneck as
hypothesized however, does appear to exist in the current data and can be examined
without additional programs. Figure 8A indicates a bottleneck during the 0800-1200
period. The exact reason for the sudden surge (the number of arrivals triples during the
period - Table 9A) would have to be discovered by talking to the user organizations
involved. A possible solution, apart from talking to the users, is addressed along with

schedule changes under hypothesis 6,

HYPOTHESIS 5. Scheduling by Shift Has Compromised Multiprogramming
Capabilities. This hypothesis, as with the last assumption, can only be partially tested
with the current data. This hypothesis, pertaining to scheduling activities by shift was
tested by clustering the jobs - f the sample data according to the three work shifts of the
data center. The mean CPU and I/O values were then derived and tested through a T-
Test procedure to see if a difference existed by shift. A nu'l hypothesis (Ho) was
established that no difference existed hetween the CPU and 1/O resource usage among
the shifts. The alternative (Ha), should the null be rejected, would establish that a
difference did indeed exist and warrant further investigation into the possibility of
spreading the jobs more evenly over the day. The following table shows the test results
at te .03 (1.96) Significance level:

TABLE 23
TEST OF DIFFERENCES BETWEEN WORK-SHIFT PROCESSING

SHIFT VARIABLE MEAN T-VALUE RESULT
0000-0800 CPU 3.093 2.79 REJECT Ho
1/0 3.185 4.46 REJECT Ho
0800-1600 CPU 2.178 2.01 REJECT Ho
1/0 1.634 3.74 REJECT Ho
1500-2400 CPU 2.313 - 0.42 ACCEPT Ho
I/0 1.837 - 1.04 ACCEPT Ho
99

L e



The rejection of the NULL establishes the proposition that some difference exists in
CPU and I/O resources used by shift. Further testing then, through a special running
of the CLARA program to extract the multi-prograimming level during the specific periods

is necessary to completely verify the assumption.

HYPOTHESIS 6. References the internal scheduling algorith-n. The premise here is
that if a majority of high turnaround jobs are found to be 1/O bound, then the priority
scheduler should be changed to give a larger processing time slice to /O type jobs than it
gives to CPU bound jobs. An exact measurement of heavy I/O bound versus high CPUJ
bound jobs can only be inade with a hardware monitor which is heyond the furview of this
thesis. Nevertheless, a reasonable surrogate for the test can be obtained from the
DAYFILE data already extracted. Thus, an SPSS run to examine the THRUPUT times

for jobs which used no tape facilities versus those that did produced the following

results:
THRUPUT (tape only jobs) = 35.48
THRUPUT (non tape jobs) =  5.00

11.97

THRUPUT (all jobs)

The results clearly show that jobs using tape facilities tend to spend a lor ger period for
thruput (recall that thruput does not include the input queue time or postpricessing time)
than other jobs. Therefore, the hypothesis is proven warranting a change in process time

allocation in favor of tape use jobs.

HYPOTHESIS 7. 1/O Contention For Specific Device Shows Processing. This hypothesis,
as detailed in Chapter V, can be tested through the development and cxecution of a
Disk Service Model. Using the device characteristics (see Chapter III) ti e service time

can be derived as:
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[/O SERVICE TIME = Access Time + Rotational Delay +
Block Transfer Time (eqn 12)
where
Block Transfer Time = 1 /(Trans Rate/Avg. Blocki g,

= 1/(1,130,000/640) = .00057 .ec.
and
1/0 Service Time = 040 +.0083 + .00057 = .0Q4887 se:.

then
DISKIO:DISKWAIT = 1.31 / (.04887 * 7000 * 60) = .230

This exceeds the threshold of .04 established as the test criterion. Therefore, the
hypothesis that 1/O contention is a problem is proven and warrants further testing by

changing the location of the user files to obtain a satisfactorv ratio of DISKIO vs

DISKWAIT.

HYPOTHESIS 1¢. Pertains to Special User Requireiments such as private disk packs.
Assessing the DISKWAIT tirne experienced by the sample jobs (Table 10A, page 55), 6,768
minutes or 112 hours were spent in July by jobs waiting for disks. This value is included
as part of the IOWAIT statistic in the TURNAROUND model and can be extracted to
show the expected decrease in TURNAROUND as a result of jobs not having to wait for

the mounting of their private packs:

where

IOWAIT = TAPEWAIT + DISKWAIT = 2.58 min/job

AND
IOWAIT = IOWAIT - DISKWAIT

giving
IOWAIT = 2.58 - 1.31 = 1.27 min/job
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HYPOTHESIS 12. Insufficient Peripheral Capability Causes a Rattlenec k. This
hypothesis can be initially tested with the use of a Printer Service Model and
postprocessing time observed. As mentioned earlier, the postprocessing done bv a job is
entirely a function of its print requirements. \ iriation in this time variabl.: beyond
printing would depend on the number of jobs competing for the printers available to the
computer vhich can be modeled as a queueing network with a number ol printers
interconnected to a single service queue (the output queue). The inodel for PUSTPROC
then, is a function of the job inter-arrival times to the output queue, and the service

time of the printers such that:

PRINTER RESPONSE TIME =B *C /D (eqn 13)
and
PRINTER RESPONSE TIME > A ensurns postprocessing stability

when

A = Distribution of inter-arrival times
B = Service rate of the printers
C = Average lines printed

D = Number of parallel printers

Recall in Chapter Il it was determined that the arrival time for jobs in the
system follows an exponential distribution with a mean arrival rate of .15 jobs/min.
Moreover, the multiprogramming level for the system provided an effective int.'r-arrival
time greater than the thruput time which made the system stable from job arri. al to the

output queue. Given this, the components of the model becomes:

A = Mean Inter-Arrival time * Multiprogramming level / min
giving
A = 6.68 * 4.28 / 60 = .47 jobs/min
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B = Print Service Tiime =1 / PRINT RATE =

1/1200 = .00139

C = 1,660 (see Table 6, page 44)
D = 3 (see Table 5, page 25)
hence

PRINTER RESPONSE TIME =
MIN AVG.

thus

PRINTER RESPONSE TIME = .00139 * 1660 / 3 = 7.77 min/job

SERVICE TME , LINES  PRINTERS

(eqn 14)

This contrasts to the .47 jobs arriving per minute which sugsests an unstable machine. In

a stable machine, departures »  arrivals. A simple recalculation of the mod -l using 5

printers provides an optimal response time for the number of jobs requiring service:

"

current arrival rate

00139 * 1660 / 3

H
)

current response time

]

optirnal response time = 00139 * 1660 / 5

.47 jobs/min
.77 jobs/min

.46 jobs/min

This improvement would serve to reduce the POSTPROC statistic of TURNARC JND

from the current 6.53 minutes to 3.92 minutes or 40 percent, providing a 10 per ent

reduction in TURNAROUND time:

where
current POSTPROC = 6.53 min/job
percent of TURNAROUND = 25.0 %

and
current response time = .77 jobs/min
new response time = .46 jobs/min

then
percent POSTPROC decrease = 46 [ 7' =40%
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and
new POSTPROC = 5.53 * .40 = 3.92 min/job
while

percent decrease in TURNAROUND = 25.0 * .40 = 10 %

HYPOTHESIS 13. A Serics of Internal Battlenecks are Causing the Input Queue to
Overload. The test criterion established for this hyp« thesis coutd not be fully et using
the INQUEUE model developed in the modeling chapt.:r, Chapter VI. The-c, it was found
that the variables expected to explain much of the va: iation in INQUEUE explained little
more than 1.6 percent of the variation. An additional model, using the ;urrogate
variables of 1/0, SEVENTRK, and NINETRK for the request variables was then developed
and a regression analysis made on the model. The new predictive value for 'NQUEUE

then became:

INQUEUE = 2.28 + 6.81 (NINETRK) + 2.57 (SEVENTRK) + .35 (10)
producing

INQUEUE = 2.28 + 6.81(.28) + 2.57 (.39) + .35(2.08) - 5.92

The new model provides a high correlation with the actual 6.25 cbserved in t e sample
data. Since the surrogate IO was selected as a candidate for contributing to the
reduction of TURNAROUND time (see Hypothesis I, Page 98), a c.ise can be mde that a
corresponding reduction will occur in INQUEUE time if the suggested changes ire made.

Thus, reducing the model variables by the projected 41 percent proluces:

INQUEUE = 2.28 + 6.81(.17) +2.57 (.23) + .35(1.23) = 4.46

HYPOTHESIS 4. Workload will exceed capacity. To test this hypothesis, as

detailed under the criterion for hypothesis testing, the current workload represented by

104




-

the sample data, was stratified by Data System to get the me:n time used by each
system. Furthermore, recall the initial problem statement that th: smalfer systemns had
been converted and the larger sysiems were yet to be added to the: workload. With this
constraint, only those systems which were in the top quartile of ti ne use were selected
from the population. This turned out to be 28.87 hours per mont!. {Table 24). Based on
the stated test criteria then, the machine's service requirernents w Il exceed its capacity
with the addition of 4.77 systems if none of the recommended cianges are inade (see

Table 24).

DISCARDED HYPOTHESES

HYPOTHESIS 2. Unconverted Workload Has Caused Ineffic ent System Use. As
stated earlier, this may be one of the reasons why the input que: @ is overloaded. The
probable cost to test the hypothesis (see Verification Requirements Chapter V) in relation
to the potential short term savings in input queue overheads tirne i.laces this in the class

of rejected hypotheses.

HYPOTHESIS 4. Pertains to user actions as they apply to frograinming practices
and requires an independent investigation into how the users programns have been
contructed. Apgain, time constraints preclude a thorough examin. tion of the hypothesis

and places it in the category of hypotheses for further study.

HYPOTHESIS 8. Refers to the placement of the operating system and can only be

tested empirically, therefore this must also be pla :ed in the class o deferred hypotheses.

HYPOTHESIS 9. Too Few Activities in he System. The verification of this
hypothesis follows closely along the lines of reas ning used to verify hypothesis 5, Page

99, and is discarded in favor of that solution.
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TABLE 24

CALCULATION FOR WORKLOAD CAPACITY
Pemaining Hours / Mean System Hours

Maximum Additional Systeins

when
Mean System Hours = 28.87
= Total Capacity - Current Workload

Remaining Hours
where

Total Capacity = ((Nd * Nh) - (PM + CL)) * MP

when

Nd = days measured = 24

Nh = hours per day

= 24

= 24 Hrs

PM = Maintenance = (6 * 4 wks)

CL = classified = (8 * 4 wks) = 32 Hrs
= 4,28

MP = multiprogramming =
and
= 2225 Hrs

Total Capacity = ((24 * 24) - 56) * 4.28
also

Current Workload = mean TURNAROUND * Jobs

when
= 24.74

mean TURNAROUND

Jobs = 5064

thus

= 24,74 * 5064 = 2088 Hrs

Current Workload

therefore
Remaining Hours = 2225 - 2088 = 138
giving
= 138 / 28.87 = 4.77 (eqn 14)

Maximum Additional Systems
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HYPOTHESIS (1. lnsufﬁcicnt Memory. A5 mentioned carlier, this hypothesis
requires the use of a hardware onitor to provide vonfidence as to its validi y. Viewing
the amount of CORE used by the sample jobs (Takle 15B, Page 63) as a gui fe however,

mermory appears to be sufficient. This hypothesis tlen, is rejected.

SUMMARY

Of the initial 14 hypotheses developed to theorize the turnaround problem nine were
found to be valid and testable with the tools available and within the scope of time
originally defined for this thesis. Two of the discarded hypotheses were st:ll felt to be
valid assumptions pertaining to the problem and could eventually lead to a further
reduction in overall turnaround time, but could not be pursued without spec.al hardware
monitors to measure resource activity during specific time intervals. These have been

suggested as future research areas for possible follow-on theses efforts.

The nine retained hypotheses can all have a direct influence on the amount of time it
takes a job to process through the system. A total of thirty-«ne percert savings in
turnaround time can be achieved with the implementation of the hypothesied changes.
This amounts to a net reduction of 7.67 minutes for the average job. Indeed, the
reduction calculates to 647.35 raw processing hours or 6.3 full days at the current
multiprogramming level. Thus, if all of the variables deemed to be a part of the
TURNAROUND mode| were adjusted to account for the hypothesized savings, the new

expected turnaround time would be:
TURNAROUND = .14 + 1.24 (1.23) + 1.0(3.92) +
1.21 (2.45) + .56 (0) + LOI (3.75) +

.99 (4.46) = 16.75 min/job
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VIII CONCLUSIONS AND RECO AMENDATIONS

CONCLUSIONS

The objectives of this thesis were to charicterize the workload of th. AFLC
CYBER-73 comnputer system; to model that workloid in terns of its resource uage and
of its thruput in relation to the systern's inultiprogramming chisracteristirs; to determine
where thruput bottlenecks existed, and to develop solutions to alleviate the bottleneck
conditions. The approach used was a systeina ic reduction of the compu er's job

accounting data and a rigorous statistical analysis « f perforimance.

The DAYFILE accounting data proved to be a valuable source from which to derive
descriptive statistics about where job elongation ih the system could be detected. All
jobs processing during the month of July, 1981, with the exception of July 13-19, were
used as the data base to obtain the statistics for the evaliation. A series of reduction
programs were developed to extract and paramet:rize variables pertaining tc activities
on which thruput depended. The resulting param eters were then stratified in clusters
compatible with tailored statistical procedures {lesigned to simplify data analysis of
trend phenomena. Analytic models of hypotesized bottleneck areas were then
developed, tuned, and tested for their accuracy in explaining the observed per formance.
The models were then modified to reflect hypcthesized solution possibiliti s for the
purpose of predicting future performance with theorized changes. The fiial results
provided a clear picture as to where bottlene«ks were occurring in the system and

answers to what steps should be taken to solve the problem.

The analysis led to a potential 31 percent rzduction in turnaround time from 24.74%
minutes to 17.07 minutes per average job. Mcst of the theorized reduction is to be
accomplished by changes in programming pract ces, resident file placement, operating

system priority scheduling and job entry. The remaining reduction would be achieved by
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the addition of two printers to relieve the bottleneck in the output queue. An additional
conclusion rmade possible by the analysis of existing svstem activity and future workload
enhancements led to a prediction that the machine would be saturated with the iddition

of 4.77 new systems if none of the changes are made.

A by-product of the evaluation and techniques used is a completely developed and
tested sequence of programs and procedures which, if included in a comput.:r program
callable subroutine, could enable development program managers to quickly assess and
optimize the performance of their systems before including them in the computer's

workload.

This evaluation is by no means conclusive. Several hypotheses which could lead to
further savings were deferred to future efforts because of unavailable time and tools.
Although expected machine time savings which could result from a complete analysis of
the deferred hypotheses tend to be on a diminishing returns curve as a result of partial
optimization through the implementation of the previously suggested changes, full
optimization should always be a goal for computer operations, and the hypotheses should

not be disregarded.

RECOMMENDATIONS

AFLC should effect a series of steps to realize the 31 percent reduction in

turnaround time for systems on the CYBER-73:

(1) Jobs involved in Tape and Disk 1/O operations shoulc be reviewed to ensure
that the maximum blocking possible for the machine is being used. A #41 percent

decrease in 1/O overhead was projected through the developed models with the change.
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Moreover, the change can be nade with a minimurmn of program changes and recompiles.
The result, since it only affects the number of accesses made b . program, would have

no effect on the programs themselves.

(2) A command resolution should be accomplist ¢ between  the  user
directorates to realize a more even input flow of jobs throughoit the day to relieve the
input queue overloading during the 0800-1200 period each day. It could be found that
some systems are scheduled for running during that period in the hope that the output
will be returned by the end of the primary workshift (0809-1600) wien in tuct, scheduling
sorne of the jobs earlier, say during the 1600-2400 period of the day before, could

accomplish the same goal.

(3) The operating systein's priority scheduler should be changed to provide a
longer time quantum for tape use jobs. Although heavy tape use should be discouraged in
favor of disk use for optimization of 1/O operations, m iy tape operations are
unavoidable. Since this is probably the case, penalizing users of tape by excessive
rollouts/swapouts is in effect degrading the overail performance of the command

objective of optimum total system turnaround.

(4) Users should be prevented from using private disk packs for their systems.
The private pack concept in a machine with adaquate file protection and safegards such
as the CYBER only tends to add unneeded overhead o the system and the computer.
It should make no difference to a user if his files are on a public or private device so
long as he has reasonably unrestricted access to his data. Therefore, a switch to public

devices for all user files (classified data being an exception) would permit the operating

systein to distribute the files for optimum accessing by user jobs.




e

(5) Tape files should be pre-staged. Time waiting for taj.0s by jobs account for
4.9 percent of turnaround time. Tihis is the tine it takes the operator to mount and
assign a tape to the requesting job. It job streains (JCL) were cev-loped sach that tapes
would cnly be used as initial input (and here only « hen a file cou d not reside on disk) and
for final output while using disk for all intermediate file storage, the tape requirements
could be effectively pre-assigned hy the operaior prior to the call by the program
eliminating the wait time for jobs whch rust use tape for files.  ‘he sinall volumme files
which require tape residence should be included in the JCL as aux liary operitions apart
from the using programn and pre-staged or post-staged to permit optimurn [/O when the
program accesses those files. This would eliminate the need to hold a prograrn in waii

while the operator mounts and dismounts tapes.

(6) Two additional printers should be added to the conjuter to relieve the
output queue of the backlog of jobs occurring there. Postproces.ing for jobs accounts
for a full 25 percent of their turnaround time. The addition of two printers would optimize
the output of the current workload to the print rate of the nrinters instead of to the
number of printers available. This change would result in an oversll 220 hou's per month

in machine processing time.

SUMMARY

In summary, six steps are suggested to enable AFLC to realize a 31 percent
reduction in job turnaround tine. Forty-one percent of [/O tiine or 4.1 percent of
turnaround time can be eliminated by maximizing 1/O blocking factors. Time waiting for
disk rmounting can be eliminated and a corresponding 5.1 percent reduction in turnaround
achieved by assigning alt disk files to public devices. The printec output of jobs can be

received faster along with a 10 percent reduction in turnaround tin e with the addition of
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two printers. The eliinination of tape wait timne by pre/post-stagi g tape files provides
an additional 4.9 percent reduction in turnaround time. Finally, tie mput queue tirne,
accounting for 24 percent of the turnaround, will be reduced by 29 percent with the
implementation of all of the recommended changes providing an «dditional 6.5 percent
reduction in turnaround. The combined changes comes to €47 rnultiprograamed
computer hours per month, The time savings, if computed 45 a function of the

multiprogramming rate and AFLC's measure of cost per cornputer hour, totals:*

647 [ 4.28 * 12 » $220.00 = $399,084 per year

Furthermore, the savings can be computed for both Headquarters and the ALCs.
This can be safely done since, as mentioned in the opening statern :nt, the ALCs, using a
similar configuration, are experiencing the same turnaround dclays as Headquarters.
Therefore, modifications which can improve the conditions at Heidquarters can also be
assumed to provide like improvements at the ALCs). Computing . Il sites then the yearly

savings would amount to:

$399,084 * 6 (AFLC sites) = $2,394,504

(*) This cost was provided by Mr. Eldon Mongold, LMD, Oct, 198 .
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BY
JOB NAME

SPSS

CONV, SORT &
STRATIFY

JOB FLOW SEQUENCE FOR DAYFILE DATA FROM RAW DATA

T~TEST C(NDES-“ FREQUE;} FACTOR
CRIPTI !ﬂ CIES
SAMPLE SELECT LAG AGGRE-
12 IF ARRIVAL GATE
SR S —
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PROGIKAL Pasasua(iniPol, Pitlia, PRADLCK, ourulr) ;

(ttttkttktiﬁ*it*ﬁ*i*ttt:tt*tttt**t**ﬁt**itiiaiﬁ*tit)

(tt*ﬁtitt*t-it**l*i‘ttt*tt*t**it**i*tt*t*t*ititttttt)
(*PARAMEX (PaAicTlR EXURAST) BUILDS A STATISTICAL
RECORD ur il AUYIVITIEL oF A JUs As IT PROCES5ES
TarOLGH A COIPUTLR LYSTEM. ik CYBER USES A BaYiilLt
PROCLDURE T MKACE A JoB FoM IAPUT (CARD RELWD)
TuRGUSH OUITPUT (PRINTENG OR PUNCHING), NOTILHG LACH
Jul STEP aCTIVITY As 'l OCCUKS. STATISILICS OF it
ACTIVITLES ARL CAPTURLD O I DAYEFILE TAPLE AabD
INCLUDLES T Ul OF Thh OCCURANCLE. THIS RUN USLS
A SORTLD, REDJICLED (FRaD A PREVIOUS pASCAL PROSKAL)
VLRSTON o Tl DAYFILE TO EXTRACT Tdk PARAMETLRS aND
BUILDS 2, 1U2 CUARACILR KECORDS FOR LACH JOE RUN.
INCLUDED O THL DUTPUT RECOKRDS ARE:

PARAL LI LESCRIPTION RECURD COLUKS
Nrad B JUB AL 1 1- 8
LAY DAY RUN 1 lu-11
ARRIVAL TIML ol JuB ARKIVAL 1 13-19
DISKWAILL VDISK WAIT TIAdE 1 21-27
TJdRUPUT PROCESSING 1'IME 1 29-35
SORTXLALE TIAE SORTING 1 37-43
REQ7T TAPE REQ - 7 TRK 1 45-46
REQY TAPE REQ - 9 TRK 1 48-49
IREQ TIME REQULSTED 1 51-%4
CMREQ C4 REQULSTED 1 56-61
DISKILO DISK ACCESSES 1 63-08
™ EM CORE USED 1 70-75
MAXM EM MAX B4 USED 1 77-82
TAPEWALIT TAPE WAITING TIME 1 84-90
PPUSAGE PP USAGLE TIME 2 2-11
Ss SYSTEM SECONDS 2 12-21
cpPuU CPU TIME USED 2 23-30
M C4 USED 2 32-39
10 I1/0 USED 2 41-48
LINES LINES PRINTED 2 50-56
RCDSOKTED RCDS SORTED 2 55-63
TAPELO TAPE BLUCKS READ/WRITTEN 2 65-71
SEVENTR 7 TRk TAPE USE 2 73-74
NINETK 9 TRK TAPE USE 2 76-77
POSTPROC PUST PROCLESSING 2 79-85
INQULUE INPUT QUEUE TIME 2 87-93
TURNAROUNYD  TURNAROUND TIME 2 95-101
*)

(***t*it*****ﬁﬂt**'itﬁ*t*tttﬁ*ti‘.i"i.ﬁ*i'i.iit.tti)
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(SO IO

ShaNp, = ! '
AaXAC = uyu;

VR = 200,

sPacy = '

TYPLE

PAKA TLATA = PACKLEL aKRAY [1..30) OF CUAK;
DATALINLE = 2alint.u ARRAY(LL. . laXD] OF CilAR;
SIXCHAK = Pacibi ArRrAYLLl. .ol oF Jilak;
FOURCHAR = PACKLD akRRAY[L..4] OF CHAK:
PARAMLOC = PACKLD ARRAY[1l..12] OF ClAk;

TWOCHAK = DPACKED aldraY[l..2] uF CHAR;

PARAMEPLLLDS =
RECORD

ToC @ PARAMLOY;
NTAC : PARALVLOC;
MTAL @ PARAMLOC:
WRC 0 PARNTLOC;
LEC @ PARAALOC;
CKRC . PARA4LOC;
ENC : PARAALUC;
ATC : PARAILOC:
MDC © PARAMLOC;
ALC : PARAMLOC;
STC : PARAMLOC:
LBC : PARAMLOC;
ROC : PARAALOC:

END;
TIMEOQ = REAL;
VAR

TIMEREQ : PARAMLOC;
NAME : PARAMLOC:
DAY : 'IWOCHAR;
ARRIVAL : TIMEO;

. CPU : PARAMLOC;
MEM : PARAMLOC:;
MEMMAX : PARAMLOC:;
CM PARAMLLC ;

10 PARAMMLOC ;

PP : PARAMLOC;
SWAP : PARMMLOC;
DISKWAIT : TIMEO;
DWSTART : TIMEO;
DISKIO : PARAMLOC;
TAPEIO : INTEGER;
INQUEUE : TIMEO;
SEVENTR : INTEGLR;
NINETR : INTEGER;
SEVENREQ : TWOCHAR:
NINEREQ : TWOCHAR;
CMREQ : PARAMLOC;
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SUTARNG L T LG,
PoserROC ol ao,
U ead o Yo
SHPOLT L U ey
TR Y I DY
MUhowaooa o 'lago:e
RISIE WG I O B RO B
RCLLHSURT Lo o PAKe 1 L0C
LIS o vaskatlLod:
iUl s Plaao;

vy

Sw i o BOVLEAN;
(*t*ikt*tkt**ﬁ*t*ﬁit****tt*t*tt***kt*t*t*t*t*ﬂﬁrttt)
(*PRUS Wil LOd CARD A B PACOU JTERLD
FOs THL JURRERT Joi *)

(**i**lt**it*iiﬁ********i*tﬁ*******ti*ki*i*t*i**t**)

[L9O8 ST PIHINE) 1

(ﬁ****t*ﬁﬂtt**itt*t*iﬁ*ﬁﬁiititit***i***i*ﬁ***ﬁ**ltk)

(*Jol I'v SOTLE e NUMBER OF SUCCLSSKFUL
CillARACIER COAPARES WUAEN CUOMPARING
AN LNPUT KUCORD AGAINST THE VARIABLE

(iittt*t**tt*****tt*****tt**iittti**ttt*t***t**i***)
KEY3 - BLOCKRS, MOUNT, ETC. *)

J i INTEGLR;:
PARAGFILYE : PARAMPLELDS;
DLINE : DATALINE;

(*ONE IFFULL LINE OF DATA*)

PRIDECK : TEXT;
PHILE : TEXT;
BUrFER : PARNADATA;
I : INTLEGER:;

Cit 3 CilAR;

DFDATA : DATALINE;

PROCLDURE WKITEPARAMS;
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KRR AR AR RN KR A R AR AR AR A A A NN AR R A A AR R AR A XN R AN RS R A NN AN x

(oIl vakadianrkenLY PlLe FOk 1ATCHING AUnLLLI
ENPULT kLOORLUS (LAYEFLLL RECOkbLS Al UNlvul FOR
MMLSE LOCATLUNS ). TilUs, DUE T T INABLLITY
IN PacCal 1O LLEPPIALLZL ARRAYS WITIC CONSPANTS,
SIRING CulNLPrls AUST F1IRST BE WRITTun 1O
DILGK TOLN Ru-READ AL CitaRACTERS TO sULLD Tl
ARRAYS . *)

(*titﬁ*i*t*tittti*‘“ii**t**i******titt**t*ti**ttkt**“

BRGIN

WRITLLN(PRADECE, '  ** TOTAL R',BLANKS);
ARITLLIV(PRALECK, * (3 ', BLANKS ) ;
WRITELY(PRIVECK, ' (M ', BLANKS);
WRITELN (PRADECK, ' BLOCKS ', BLANKS ) ;
WRITELN (PRADECK, ' INES PR ', BLANKS ) ;
WrRITELN{PRADECK, ' FROA *, BLANKS ) ;
WKLITELY(PRADECK, *  ENTERED IN', BLANKS):
WRITELN(I’PRMDECK, ' IOUNT, ', BLANKS ) ;
WRITELN(PRIDECK, ' MOUNTE *, BLANKS ) ;
WRITELN(PRADECK, ' ALREAD ', BLANKS) ;
WRITELN(PRIDICK, ' SORIMR ', BLANKS ) ;
WRITELN (PRADECK, * LABEL ', BLANKS ) ;
NRITELN (PRADECK, ' REQUEST *, BLANKS) ;

END;

PROCEDURE RUADPARAAS;

‘ (***i**t*tt**f**ﬁ***ﬁ****ﬁ*ﬁﬁt**ti******ﬂ*t*t******)

{(*&EAD I'tlE PARAAETLR-KEY FILE, STORE IN THE 12
CHARACTER BUFFER PROVIDED BY INITIALIZE.
EXECUTED ONCE FOR EACH OF THE 13 KEYS *)

(*ittt***'t**ﬁt*ﬁt*ttff#.tt**tt***ﬁ****t**ti*******)

VAR J . INTEGER;

BEGIN

J := 0;

REPEAT

RLEAD (PRADECK, Cil) :

J :=J + 1; BUFFER[J] := CH

UNTIL BULN(PRAVECK);

HEAULN(PRYDECK)

END;

PRUCIDURE INITIALIZE(VAR PARAM: PARAMLOC);
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(*tt*titt**ttt**t*ii**'ﬁ***ﬁ*t**‘1k*!tﬁi**itA

’

N A S ORI ST EERYON FORN A S DAV S NS VPRSP S DU

( LT
o L hknag. Ueala Lo Ol w13 LOCATLGLL o
HOoLw Uil KUYS. Calulo c)ud DRTPhaALS *)

(ttﬁ.#lt**i*i*t*i*t***t*i*t***t*"*****i**tt****k*ﬂ*)

[T

RuauParkiio,

Fo b s L' 12 bu
tSoa ki

CalAALT ] o= SULEERLT
JOTR R

T

UROCLDURDE GUETPARANMS;

( *CALLLw ROl SAIN TU RuTRIEVE THE PaRAMLETER KEYS
BULLI AND STORED ON DISK AT [lUE BEGINLING O JOG.
KEY DELCRIPTLONS ARE: *)

BEGIH
W1TH PARAMFILE DU BEGIN

INITIALI4E(TSC); (*TOTAL RECORDS SURTLD*)
INITIALLZE(HTAC);  (*NINETRACK TAPE ASSIGNAENTY)
INITIALIZE(MTAC):  (*SEVEN TRACK TAPE ASSIGNAENT®)
INITIALIZE(WRC); {(*TAPE BLUCKS READ/WRITTEN?*)
INITIALIZE{LPC); (*LINES PRINTED*)
INITLIALIZE(CRC); (*CARDS READY)

INITIALIZE(EQT): (*JOB ENTLRED INPUT QUEUE™)
INITIALIZE(MTC); (*DISK AOUNT OIRECTIVE™*)
INITIALIZE(MDC); ( *MOUNT ACKNOWLEOGEMENT*)
INITIALIZE(ALC); (*ALREADY MOUNTED M4S8SG*)
INITIALLIZL(SPC); (*SORT DIRECTIVEY)
INITIALIZLE{(LBC); (*TAPE REQUEST(LABEL)*)
INITIALIZE(RQC); (*TAPE REQUEST(REQUEST)*)

END;

END;

FUNCTION I'IME:REAL;

(*CONVERT TIME FRQM CHARACTEKR VALUE TO REALY)

VAR T : REAL;

BEGIN
T := 0;

T :=T + (ORD(LDLINE[2])-ORD('0'))*10;

T := T 4+ (ORD(DLDLINE[3])=-ORD('0"'))*1;

T := 1T + (ORD(DLINE[5])=ORD('0'))*(0.1);
T := T + (ORLD(LLINE[6])~ORD('0"'))*(0.01);
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T S VR SN T D RO IS T VA B LA S DR CIVE O I
A A R TR U I B D P A C AN B R A CV IRV IS R |
v, o= ',

g

Proodie ot gl assdeaosoNGRE Voo,
{*Gi e Jut el AakeciVals vLitt, At STA OO ot wuedl 1‘1.’“)*)

sl
Jd o= 11,
Foke b= 1 M) 3 Do Boulie
sl ) i= o ouluaba s
NI B S
N
st i Vedle o= T Larl;
INQUGLUL .= ARRLIVAL -~ IHQULUL;
N ;
FUNC LLON COarLOC7 (VAR CLuC @ PARAMLOC) : IOOLLAN:

(*seh [ CURRLNT InpPJl RECURD IS AN ARRIVING
JO or LIALS PRINTED STATISTIC, RET RN TRUL
I Yus. *)

Bholn

Ji=U, KpEY:=0;

FOR 1 o= 30 TO 3u DU BLGIN
J = J + 1

IF DLINE{L} = CLOC{J] THEN
KLY .= KLY + |

END;

1F KEY = 7 Tiini

CutPLOCT7 .= TRJL

ELSE COMPLOCT := FALSHE
END;

PROCEDURL GETDOLLARSTATS ;

(*TutlS PROCEDURE GROUP TAKES IHE SYST=M GENERATEL
STATISTICS (NOTED vY $ IN CC=-20) AND BUILDS Tiib
JOoI CARD AND RESQURCE USE PARAAETERS. *)
PROCLDURE TAPEREQ;
( *GET SEVEN AND NINE ThaACK REQUEST STATISTICS *)
BEGLIW
SEVENREQLL ] = DLINE[31];

SLVenrbl2] 1= oLINE[32];
NInEREQC1) := DLINE[41];
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END;

END;

PRUCEDURLE ¢PUSE;

(*SeT PukiPilbRAL PROCESSOR USE TIMEY)

BEGLU

J:=24;
q
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1

it ol Tg = b 421

[ VPR
IR N TN ¥ 1 7 L D O S DU, I

(*Sei 'lac owlbnoril FrOA Juis Cnarju®)
Brol

PlLaioaidy == Ll 37];
Prrorlole] = ouhlae(33):
Prabeigt 3] = LDulaildag:
TlinKburd]) = wLidualavl];
Jd o= 07,

U L.= 1 1Y 0 bo BLGIN
Chirbulll] = vunlaeldl;
J:= J+1

il

Lot

PrOCLLUnL ColAallbksbss

(FOLET AUALER OF DISK ACCESSES [MADEY)

UEGIN

J := 32;

FOR L .= 1 Tu v VO BEGIN
J = J+1;

DISKRIOLI] := ouLINgElJ]:
END;

END;

PROCEDURE COURLULE;

(*GET COKL A A:A0RY RESOURCES USED*)

VAR K:InlTBEGUK;

BEGIN

J = 24; K .= 40;

FOR 1.= 1 T0O 6 DU BEGIN
J:=d+l; K:=K+1;

MEMLI] := PLINELT]:
MEiImAXLI) := DLINELK];




o o3 o—- 1 To 1o Do aLwid
J.=a*i;

el )o= Ldanld g,

toawls )

PAYL 1, .= wllavitos):
VAYL2 ] .= bLIw[54;
LND,

PO odrl Dwhittout,
(*5L TO AL SYsvutl SLECIONDS JSLLY)

(*5/0tLl Lhoudos CONSISTS OF wolalTh
CPY, C1 a 1/0 I'Libk USpew *)

BEGIN

IP DLIAE[22) = 's' TtieN 8BEGIN
Ji=42;

FOR L:= 1 TO 9 DO JEGIN
J:=J+1;

SWaP[Ij:= DLINL{J]:

BND;

END;

END;

PROCEDURE CPUUSE;

(*GET CENTRAL PROCESSOK'USAGE TL4E*)

BEGIN

J:=25H;

FOR I:= 1 T0 8 DO BEGIN
J:i= J+1;

cpUl1]) := DLINE[JI];
END;

END;

PROCEDURE CMUSE;

(*GET CENTRAL 41210RY WORDS USED?*)

BEGIN

J:= 42;

FOR I := 1 TO 4 DU BEGIN
Jd = J+1;

cM{I) := DLINE[J]):

END;

END;

PROCEDURE IOUSE;

(*GET I/0 TIME USED¥*)
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gdoor= o ad:

FOR | = 1 T o Doy wtlIN
J = J +1;

ToLt] := lword J;

(ST

iowil,

UGl (*GLETDOLLAaRS S Y)

(*MPnt OO 21=-23 o koY o WilICH SUBROUTI LW
'O Lt kot CoLliids AR UNIQUE POR
AL RECORD Arlhr A 6 hiaos BEBRN SaCOUNTL DL
I Co=20. Ty v=TYE. «LCURDS ARL BUILILT
LY Par Yl Pol EACH JOB ENTHRING Ol
ERITLING T 8YSTEY. *)

I Conibuoc7(PavadrlLl.CRC) = TRUE THEN CETNAMEANDARRIVAL
Bl

1M DLINLLZL]) = A" Tl

MG IN

I pLide{23]
ELsLE BEGIN
Ir LIt 25]
LLSE TIdbkbsT

'C' THEN GETACCESS

Y140 PdEN PAPEREQ

LND

BND

ELSE

IF DLING[21] = 'M*' TUeN CUREUSE
ELsE

1 bLisic(21] = 'P' TN PPUSL
ELskE

IF DLINE{21] = 'S TilEN SWAPOUT
ELSE

IF DLINE[21] = ‘L' THEN

BEGIN

IF ARRIVAL <> U TioeN

BEGIN

TURNAROQUND := IIMI; - ARRIVAL;
STPOST := TLAL;

SWITCH .= TRUE

END

END

FLSE

IF DLINE[21)
BEGIN

IF DLINE[{Z22]
ELSE CAUSE
fND

ELSE

IF LLINE{21]
BEGLIN

1]
o

THEN

|
T

TillkN CPUUSE

]
—

TIHEN
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.

It DLiNpLld ) = "0 Tiew ITudol
PN D

Ll ("Gl troLbawoeals™)
PRoOCedri ol sokd;

(*Sil JOUAL Gelukda sORM LD AanD TiE
Tlam tin Lokt CotPLuTab. *

Juoeld

SURTXULdL o= ounvralie + (T1HIE=-STARTS)
J = 02,

FOR 1 = 1 Tu o w0 BLGIN

J 1= J+1;

1t DLideld ) <> " *' Tk
Rebossoied1] = dLINe{JI]
LD

L:.QU;

PROCEDURLE BLOUCKS ;

(*GET NUABER UF TAPE BLOCKS READ/WRITTEN.
CUNVERT FRro$ CHARACPER TO INTEGER VALUE.
PHEN ADD THie VALUE TO I'ik CUMULATIVE
TAPEIO VALUE UNTIL A NEW JOB ARRIVES *)

VAR TP . INTEGER:

BEG LN
TP := U}
TP := TP+(ORD(DLINEL43])-0ORD('0"'))*100000;
TP := TP+ (ORD(DLINE[44])-ORD(‘0*'))*10000;
TP := TP+ (ORD(DLINE[45])«0RD('0"'))*1000;
TP := TP+ (URD(DLINE[46])~0RD('0'))*100;
TP := TP+ (ORD(DLINE[47])-ORD('0'))*10:

" TP := TP+ (ORD(DLINE[43])~ORD('0*'))*1;

TAPEIO := APEIO + 1P;
END;
PROCEDURE LINESP:;

(*GET TiE NUABER OF LINES PRINTED AND NOT

Tik TlE OF JOB COMPLETION (THIS 1S THE
ENDING TIME USED TO COAPUTE TURNAKOUND. *)

BEGIN

J = 21;

FOR I := 1 10 7 DU BEGIN
LINES{I] := DLINE[JI]; .
J :=J + 1;

END;

THRUPUT := TIAE - INQULUE
END;
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PROCLUhs LA
(*5e1 o

MME O

illiie 5

VAR & TL.
dosla

T = 1 w;

1 Do ldart <
PAPLUALY o=

TWOTARY = o

LD
PROCLVURE V]

Choaa i ide,

Lok vidikid A RECULOITED TAVE WAL
1alll REALY . Abb 10 10I'nl TAPE WAILT
Gl doB.e ZERU OJT TAPCWAILT

Tee JO ARRILIVLY
(O
> o i

PAVLWALT + (1

ORWALTTI G,

*)

TWSTARL) ;

*LURU OUT abL VARIABLE LOCATIONS. EXECUTLD
APPER WRITING PARAAETERS FOR A PREVIOUS

JouB OR
L.OJd IS

UPON ARRIVAL OF
LACOUNTLERED FOR

var T . TIAEY;

shelw
T = TLIAL;
Iy DWSTHRT <

> 0 TuEN

A NEW JOi} BEFORE
THE PREVIOUS JObL.

DISKWALT := DISKWAIT + (T~DWSTART);

END ;
PROCEDJRL CL
BEG1

FOR 1 .=1 7T
BEGI N
NAaME{I] =S
RCDSSORTED[ £
TIMEREQ[1] :
cruf1] := '0

BARPARAL;
0 12 DO

PACE;
] .= IUI.
= IOI;

‘ -
:

MBEMIAXELI] := '0°;
SWAP[ILI]) := '0°*;
DISKIOLLI] = '0';
LINES{1]) := '0O"';
CAREQLI) == '0*;
TIMEREQ[ILI] := '0°';
LINES[IY := '0';
ME4(1] := '0';
CalI] := ‘0°*;
10[1] := ‘'0*;
PP{1l] := '0"';
©ND;

SORTXTIME := 0;
TURNAROUND := 0;

ARRIVAL := U
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Al AL ce v,
Posilae .= Uy
SIPOLE = Uy
TWoTARLY = U
TiiRu it =
DISKwAlLll o= J,
INQUt UL = v
TAPLIV = ).
DWETARY = o,
SIHRTS o=
NInG TR = U
SBEVENTR = U

FurR 1 := 1 Tu 2 LU BEGIN
SbVienreQ[i]) = ‘0,

DAY 1) := '0O°';
SNINEREQLLIY 1= 'O

BN ;

BND;

PUNCTION NatBEIN:BOOLIAN;

{ *CUMPAKE WAME oF JoB ASSOCIATED WITH 'k
AKRIVI G RECORD WITH THE NAAE OF Tl LAST
KECORD. RETURN PALSE 1F NAMES ARE DIFFERENT.
(FALSE INODICATES A PARTIAL JOp WAS I'KEVIOUSLY
BLING BULLT. PAKRTIAL JOBS ARE LGNORLD) *)

BEGIN

J = 0; KLY .= U;

FOR I := 11 v 18 DO BEGIN
J :=J + 1;

IF DLIVE{I] = NAME(J] THEN
KLY := KEY + 1

- END;

IF KLY = 38 THEN

HAMEIN := TRUE

ELSE NA4EIN := FALSE

END;

PROCLDURE SAVEDATA;

{ *"EXECUTED WiiEN A NEW JOB ARRIVAL OCCURs OR
AFTER A LINES-PRINTED RECORD IS DETECTED
AND UScb. OUTPUT 2, 102 CHARACTER RECURDS
PER PARAMETERIZED JOB. CLEAR TIHE VARIABLE
FIELDS WHEN COAPLETC. *)

BEGIN

SWITCH := FALSL;
IF nNAME[2] <> ' * THEN
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e TunamiiadihD <2 U b BEGIN
PO T G U US JNT BV 19
WRY Uiy Linis, Natull ),
WRUTE(PULuL, SPACL, DAYL[L ), bnY[ 2], W PACE, ARIIVAL .74, 50°6C0 )
WRITE(PULILL, DISEWALT:7:4, SPACL, TURNARQUND : 714, 5PaCh, SORIXi 14k 7,
4, sPact);
il e (e L, SEVEaRewl §, suvessiel 21, SPACL) ;
WRITL (P LG, NINURDLLUL ), vInErkeQ(2 4, SPACE)
Fuok 1 L= 1l JO 4 LU
WRITS{(PFILE, TLALKkEQLL])
WRITL{PPFILLE, H5PACL ) ;
FOR L .= 1 f'u 0 LU
WRITE(PPLLL, CAREQLL L)
wWRITE(PFLLL, SPACE);
FOR 1 := 1 Yo L b
WRITE(PFILE, wISK10LI]));
WRITE(PFILLE, SPACL):
FOR I .= 1 Tu © LU
WRITE (Prad.e, ALALIg);
WRITL(PPILL, SPACE);
FO< 1 :=1 Y0 0 LU
WRITE(PFILL, 11219AX11,);
WRITELN(PLI'LLL, SPACE, TAPEWALT: 7:4, SPACE) ;
WRITLE(Prluk, SPACLE)
FOR I := 1 10 10 o
WRITE(PFILE, 2rLI));
WRITL (PL1LE, SPACL) ;
FOR I .= 1 Tu 9 bO
WRITL(PFILE, SwhP[1]);
WRITE(PFILL, SPACE);
FOR I := 1 Tu 8 DO
WRITE(PFILE,CPULL]);
* WRITE(PFILE, SPACE);
FOR I := 1 TO o DO
WRITE(PFILE, C4[1]):
WRITE(PFILLE, SPACL);
FOR I :=1 Tu 8 LU
WRITE(PFILE,I0[11]):
WRITE(PFILL, SPACE);
F¥OR I := 1 TO 7 DO
WRITE(PFILL, LINES[I]);
WRITuE(PFILLE, SPACE);
FOR L := 1 TOU 6 bLO
WRITE(PFILE, ACDSSORTEDLI]);
WRITE(PFILE, SPACE, TAPEIO: 7, SEVENTR: 3, NINETR: 3, SPACE) ;
WRITE(PFILE, POSPROC:7: 4, SPACLE, INQUEUE:7:4, SPACLE) ;
WRITELN(PrILG, THiRUPUT7:4);
END;
CLEARPARAA ;
END;
FUWCTION COAPLUCY (VAR CLOC : PARAMLOC) : BOOLEAN;
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(*Shn 1o QUKL ECORD DLedOTuo SE LN ur N1ING

TRAUCK FnlPn ASGIGHAENT *,

Lol

Ji=u; KLY:=U;

FOK I = 20 ') 23 Lo dbalu
Jos= 0+ 1,

I Lolanll) = CLOCSLU S TUHEN
ARY = oY 4+ 01

MINU;

T KY = 4 iand

Caitrbold o= TRUL

Lot Cuttrbbuld s = FALSE
EiNp;

FULCTION CuilbuCs (VaR CLOC : PARAMLUC) s BUOLLEAL. ;

(*RETURG TRJL IF CURRENT RECURD DENOTES T..PE
BLUCKS WiRE RbEab OR WERITTEN *)

plhol

J.=u; S0Yi=0,

rork I = 20 10 33 DO BEGIN
J :=J + 1;

IF DLINE[I) = CLOC{J] THEN
KLY := KeY + 1

END;

I¥ KiY = 8 THEN

CO4PLOCS := TRUE

ELSE CO4APLOCS := FALSE
END;

FUNCTION COMPLOCG (VAR CLOC:PARAMLOC) : BOOLEAN;

(*TESTING FOR (1) DISK AQUNTING
(2) DISK MOUNT ACKNOWLEDGEM sNT
{3) REQUEST FOR TAPE DRIVE
{(4) START OF A SORT *)

BEGIN
J:=0; KLY:=0:;

FOR 1 := 20 TO 26 DO BEGIN

J = J + i

IF LDLINELI] = CLOC'J] THEN

KuY := KeY + 1

END;

18 KEY = 7 THEN

CUMAPLOCH := TRUE

ELSE CO1PLOCL 1= PALSE

END;

FUNC /ION COAPLOCL12 (VAR CLOC: PARAMLOC) : BOOLEAN;
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by 2

LY
{* duatid TRUL L CUReaT RECURD KOTES A Jul
Akl Vaas To 1L LIPUT Lol *)
Blootis
Ja-G SRV SRR B
Bow 1 = 2 I o1 Ju LLGLw
J -~ d v };
TE e bttt dl o = Cleadiuyg Tidb
ReY - LY +
L,
IE oYy = 12 tauh
COMVLOCe 1= [RuUL
ELSL COlPLulle 1= VALSS
LND;
PROCEDURL GUETOFDATA;
N
(*READ LAPUT QECOIL. STORL IN CQ4MON HIOLD, DLINEX)
BLEGIN
1 :=0;
| FOR J i = 1 T 164b vu
DLINE[J] := SPACL;
WHILL JOT BEOLN LO
BLGIN
1 :=1 + 1;
READ(Cil);
DLINELI] := CH
END;
READLN
* END;
FROCEDURE CLTLINE:;
p (*LLTERM LUE WHICH KIND OF RECORD WAS READ. CHECK
NAME OF JOB. IF NEW, ®WRITE PARAMETHERIZED RECORD
JUST BUILT. IF SA4E, DETERMINE ITS TYPE AND
GO IO TiE APPKOPRIATE SUBROUTINE. *)
BEGIN
1 :=9;
J .= 0;
IF AAEIN = PALSE TiEN SAVEDATA;
IF SWIICH = 1RUL THEN sBEGIN
1 COAPLOC7(PARAMFILE.LPC) = TRUE THEN
LINESP
ELSE THRLPUT := TURNARQUND:
PUSPROC := T14E = STPOST:
SAVEDLATA
{ .
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ENU;

IV DLINE[20] = '9' bt GULI'WOLLARSTATS

ELSE SEGIN

wiTil PARMIFLLS DO

Bhsla

IF CUOLVPLUCY (NTAC) = TrRUE Tiiki

BLGIN

NINLIR = Hloi'r + 1,

TAPEWALITTI L

LND

Lhot IF CutvLOCd((I'PAC) = TRUL THEN

BEGLN

SEVLITR = SuUVENTR + 1;

TAPLWALTTLAL

END

ELSE

BEGIN

IF COAPLOCO(MTC) = TRUL THEN OWSTART:=TIME
ELSE IF COfrLulo(rod) TRUL THEN DISKWAITTIME
LLSL IF ColPLuCu (ALC) TRUE [HEN DISKWAITTIML
ELSE IF CulbLOCo({sSTIC) TRUE TUHEN STARTS:=TIME
ELSL BEGLN

IF CoipPLOC12(TsC) = TRUL THEN TOTSORT

ELSE IF COAPLOCL2(EQC) = TRUE TdEN INQUEUE := TIME
ELSE IF CO4PLOCS{WRC) = TRUE THEN BLOCKS

ELSE BEGIN

IF COAPLOC6(LBC) = TRUE THEN TWSTART := TIME
ELSE IF COMPLOCO(RQC) = TRUE THEN TWSTART := TIME
END

END

END

END

END

END;

[

W

BEGI: (*MAINY)

REWRITE(PRMDECK) ; . 1
WRITEPARAMS ;

REWRITE(PFILE);

RESET (PRADECK) ;

GETPARAMS;

CLEARPARAMY ;

WiILLE NOT EOF DO

BEGIN 1
GETDFDAT?.; 4
GETLINE ’

END

END. (*MAIN®*)
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PROGRAN DEREDWR(ITNPUT, REDUCED, PIIDECK, OUTPUT) ;

(******tkt**t***kxkt*****kkkﬁ****i**ﬁi*t***t*tttt**aik**w**tt*)

{*DEREDWR (DAYFLLE RUDUCPLON WEEKLY RUN) READS K wEEKLY DAY-
FILE DATA TaPL ') EXTRAUT AUSSASLES PERTAINING TO JuB FLuw
ACTIVITY LW Tilin COMPUTER 3YSTEA. BASICALLY, THUE PROGRAY EA-
TRACTS ALL RECURGS CONTAINING A “$" IN COLUAW 20 DOF Tde Ixevul
RECORD {1ESt ARE SYSIEM GLENLERATED MESSAGES SICNALING 1iCoM-
MING AND QUPYGUING JOoBS, THELIR RESOURCE RuQUESTS AND UshSE, AND
THE TIME O DAY THE Jug PRUCESSEDL) AND PROGRAM GENLRATHD MilS-
SAGHES PERTAINLING TV RESUJURCES. KEY PARAMETERS SEARCHLED ARE:

PARAAETHR DESCRLPTION PSEUDO WAAE

$ SYSTEY MESSAGES 1O START AND END JOBSJONE

** poPAL R OTOTAL RECORDS SOKRTED TSC

( N 9 TRACK TAPE ASSIGNMENT NTAC

(u 7 TRACK 'TAPE ASSIGMNMENT MTAC

BLOCKS TAPE BLUCKS READ/WRITTEN WRC

ES PRIN TOTAL LINCS PRINTED BY JOB LPC

D5 READ CONTROL CARDS READ BY SYSTEM CRC

ENTERED [N JOB ENTERED INPUT QUEUE EQC

MOUNT REQUEST FOR DISK PACK MTC

ALREA DISK MOUNT ACK BY SYSTEM ALC

SORTUR START OF SURT ST

LABEL REQUEST FOR TAPE LBC

REQUEST REQ FOR TAPE OR DISK FILE ROC

*)

.*************t******i***t**********************t**-**********)
CONST
BLANKS = °* o]

MAXC = 80;

MAXD = 220;

SPACE = ' '

Y PE

PARMDATA = PACKED ARRAY (1..80] OF CHAR:
DATALINE = PACKED ARRAY[1l..MAXD] OF CHAR:
PARAMLOC = PACKEDLD ARRAY({1l..12]1 OF CHAR;
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PARAMPFLCLDS =
RECORD

Tol ¢ PARAMLGC;
NTAC : PARAMLOC:
MTAC . PARAMLOC;
WrC s PARANLOC;
LPC ¢ PARATLOC:;
CRC ¢ PARAMINC
EQC ¢ PARAMLUC;
MTEC @ PARANMLOC;
ALC : PARXNILOC;
STC : PARMILOC;
LBC : PARAMLOC;
RQC : PARAMLOC;
END;

VAR

KEY : INTUEGER;
PFILE : TEXT:;

J : INTEGER;
PARAAFILE : PARAMFIELDS;
DLINE : DATALINE;
PRADECK : TBEXT:
REDUCED : TEX[;
BUFFER : PARAMDATA:;
1 : INTEGER;

CH : CHAR:;

DFDATA : DATALINE;

PROCEDURE WRITEPARAMS;

(**t*i**************t**********t********ﬁ****i**i***t**t******

DUE TO THE INABILITY IN PASCAL TO INITIALIZE ARRAYS WITH
CONSTANTS, STRING CONSTANTS MUST FIRST BE WRITTEN TO DISK
THEN RE-READ AS CHARACTERS TO BUILD THE ARRAYS. THIS ROU-
TINE, CALLED AT THE START OF THE PROGRAM, WRITES THLE STRING

ARRAYS TO DISK.
AR AR R AN AR AR Rk S AR AR RN R R AR AR R AR RN AR R AR AN RN AR AR AR A Nk k)

BEGIN
WRITELM{PRMDECK,' ** TOTAL R',6BLANKS):;
WRITELN(PRMDECK, ' ( N ', BLANKS);
WRITELN{PRMDECK, ' ( M *, BLANKS);
WRITELN(PRMDECK, ' BLOCKS ' ,BLANKS);
WRITELN (PRMDECK, 'ES PRIN *, BLANKS);
WRITELN (PRMDECK, 'DS RLEAD ', BLANKS);
WRITELN(PRMDECK, ' ENTERED IN',BLANKS):
WRITELN(PRMDECK, ' MOUNT ', BLANKS) ;
WRITELN(PRMDECK, ' ALREA ', BLANKS )
WRITELN(PRMDECK, ' SORTMR ', BLANKS):;
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S

' WRITELN(PRMDLECK, ' LABEL '« BLANKS ) ;
WRITELN (PRUDECK, ' REQUEST ', BLANKS3) ;
END;

PROCEDURE RUADPARAMS ;

R T T R R RS TR R R
TH1S5 PROCEDURE 1'CADS THE PARAMETER~KEY FLLE BULLT BY WRITE-
PARAAS AND STORES BACH KEY 1IN A 12 CHARACTLER BUFFER PRO-
VIDED BY PRuUCEDURL UNITIALIZE. EXECUTED ONCE FOR EACH OF
Tl THIRTEEN KEYS.

*'k**t*tk*i*t*t****i*ti*****i*********i*************t**k***&***)

VAR J : INTIGER:

BEGILIN

J := 0;

REPEAT

READ(PRMDECK, Ctl) ;

J := J + 1; BUFFER[J] := cH

UNTIL EOLN(PRMDECK);

READUN (PRMULECK)

END;

PROCEDURE INITIALIZE(VAR PARAM:PARAMLOC);

(****t***********************************i********************

. TUIS PROCEDURE RETRIEVES AND PASSER THE 12 CHARACTER KEY
STORAGE BUFFER TO THE KEY READ ROUTINE (READPARAMS).

CALLED FROM GETPARAMS.
Rk Ak ke Rk kKRR Rk kR kR RN KRNI R KRR RN R kAR R R R R AR R AR A kIR kA k kN hkkok )

BEGIN

KREADPARAMS ;

FOR I := 1 TO 12 DO
BEGIN

PARANA[I] := BUFFER[I1]
END;

END;

PROCEDURE GETPARAMS;

( 2L LSRR RRRRR R RRRESEEEEET RS2 R RR2REREEE]

CALLED FROM MAIN TO RETRIEVE THE PARAMETER FEYS BUILT AND

STORED ON DISK AT THE BEGINNING Of THE JOB.
N R RN R AR AR R R AR R AR R KRR AR AR RRRRRIRR R AR Stk Ak kR kAR kkk ki k)

BEGIN

WITH PARAMFILE DO BFGIN
INITIALIZE(TSC);
INITIALIZE(NTAC);
INITIALIZE(MTAC);
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LHITEAL LA S WY )
INITLALIZE(LEC) ;
INITIALIZE(CRE);
INITIALLZE(LIC)
INI'TIALIZE(MTIC)
INITIAGLLZE (AL )
INITIALLAZE(STC)
INITIALIZE(LBC);
LI IALLZE(ROC) ;
EiND:

ND;

PRUCEDURE SAVEDATA;

(*k***t*****i*******************************it*****# I Z R RSN EE S X

WRITE T VALID ACCOUNTING RECORD TO THe OUTPUT 1 ILE.
THIS ROUTINE IS5 CALLED AFTER A VALID KEY HAS BEEl DETHLCTED.

CALLED FrROM PROCEDURE GETLINL.
KRR A KRR AR R AR R Rk R A A NN ARk R A Rk AR AR AR KRR MR R RN KNk ks hk R ARk Kk X))

BECTIN
WRITE{(REDUCED, SPACL);
FOR I := 2 Tu 72 DO
WRITE(REDUCED, DLINE[I]):
WRITELN(REDUCED)

END;

SR A L N R S L a2
THE FOLLOWING SET OF COMPARE LOCATION FUNCTIONS Z#RE INVOKED
8Y THE GETLINE PROCEDURE TO MAKE A CHARACTER-BY-( HARACTER
SEARCH OF THE INPUT RECORD FOR A MESSAGE MATCHIN( THAT OF A
SPECIFIC KEY. THE KEYS ARE PASSED TO THE FUNCTIOrS THROUGH
THE LOCAL VARIABLE, CLOC, WHILE THE INPUT DATA RICORD IS

PASSED THROUGH THE GLOBAL VARIABLE, DLINE.
A A R R R L e e e e R IR IR R R 2 D

FUNCTION COMPLOC4 (VAR CLOC : PARAMLOC):BOOLEAN;

(*****t*******tt**t*t**t*****i*****tt****i*t****t**t

TEST THE CURRENT RECORD FOR SEVEN OR NINE TRACK

TAPE ASSIGNMENT
AR R KRR AR R AR AR RN R R A AR AR R R AR AR RN R I AR R NR NN A AN RS )

BEGIN ﬁ
J:=0; KEY:=0; )
FOR 1 := 20 TO 23 DO BEGIN
Jd :=J + 1;

IF DLINE[I]) = CcLOC[J] THEN
KEY := KEY + 1

END;

IF KEY = 4 THEN

COMPLOC4 := TRUE
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PILskE CoMpLouCd 1= FaLoll
BND

AR R R R R AR AR R
Skl Iy Tl CURRENT INPUY RECORD IS AN ARRIVING
JOB OR LainNpEs PRINTED STATISTIC, RETURN TRUE

It YEs
AAKKK KRR AR AR AR R AR R KRR AR e RN KRR R ARk A kR AR AR KRR kR X &)

PUNCTPTLION CodPLuc? (VAR CLOU @ PARAMLOC) : BCOLEAN;
BEGL1N

J:=0; KLY:=0U;

FOR L := 32 1o 38 DU BEGIN
J = J + 1;

Ly DLINELL] = CcLocfJd ) tibs
KLY : = Ky + |}

END;

IF KUY = 7 ol

COMPLOCT = 'TRUL

ELSE CoMpLOCT7 := FALSE
END;

(**********t****t******t***********t**********t*****

RETURN TRUE IF CURRENT RECORD DENOTES TAPE

BLOCKS READ OR WRITTEN
AANIAR I AR KRR AR RN AR AR Rk ok khhhkhkkhkkkkhxhh R RAFhk k)

FUNCTION COMPLOCS (VAR CLOC :PARAMLOC) : BOOLEAN;
BEGIN

J:=0; KEY:=0;

FOR I := 26 TO 33 DO BuGIN
J :=J + 1;

IF DLINE[I] = cLoc[J] THEN
KEY := KEY + 1

END;

IF KLY = 8 THEN

COMPLOCS5 := TRUE

ELSE COMPLOCS := FALSE
END;

(*********i********tﬂ**********ﬁ#*****iﬁ****ﬁ**t****

TESTING FOR (1) DISK MOUNTING
(2) DISK MOUNT ACKNOWLEDGE
(3) REQULST FOR TAPE DRIVE

(4) START OF SORT

RETURN YHE3 TO SENDING ROUTINE
RN RR AR AR AR RRR RN AR AR AR S AR RN R R AN RSN N kAR AR N R NN )

FUNCTION COMPLOC6 (VAR CLOC:PARAMLOé):BOOLEAN:
BEGIN
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J.=0; REY:=0;

FOR I := 20 TU 25 LU BLJIN
J =3 + 1;

1 pLiNe(ly = cLocld] roen
KLY = KREY + 1

[N

IV REY = 6 THEN

CaiPLOCE := TRUR

EL5E COMPLOCO 1= FALSE
END;

R R R R S I S E R
RETURN TRUE [F CURRENT RECORD DENOTES A JOB
ARRIVAL To THE INPUT QUEUL

*tk*************************************************)

FUNCTION COAPLOC12 (VAR CLOC:PARAMLOC) : BOOLLAN;
HEGIN

J:=0; KEY:=0;

FOR I := 20 TO 31 DU BEGIN
J 1= J + 1;

I DLINE[{I] = CLOC[J] THEN
KEY := KEY + 1

END;

IF KEY = 12 THEN

COIPLOC12 := TRUE

ELSE COMPLOC12 := FALSE
END;

FUNCTION TAPE:BOOLEAN;

(***i**tt********************************i*********!

RETURN TRUE IF THE REQUEST RECORD CONTAINS *
INDICATING A REQUEST FOR DISK SPACE INSTEAD

OF A TAPE FILE
R e R 2 2 2R AL

BEGIN

TAPE := TRUE:

FOR I := 31 TO 37 DO
IF DLINE[1] = '**' THEN
TAPE := FALSE

END;

(*ii****i**********************i’************t*t*******

THIS PROCEDURE GETS THE NEW LINE OF DATA FROM

THE INPUT DATA FILE FOR USE BY THE GETLINE PROCEDURE
AR AR R RN R AR RN R R AR R AR RN R AN R AR AR R AR A RN NAR AN AR I A AN )

PROCEDURE GETDFDATA;

BEGIN

I := 0:

) .= 3

FOR J : 1 TO MAXD 1O 139




LDILINE[J ] = sPAll:
IE NOT Lola i
BEGLA

For J =1 To 4 Do
rian{ci);

LN

WH L Nt sObie DO
BIGLIN

I := 1 + 1;

READ(Ci) ;

I 1 < 1u0 THlN
DLiNefl ) = il
BRI P

READILN

LND;

PROCLEDURE GuliIng

(**i****k*t*******kk************************
THLS PROCHDURDS CHECKS ‘Tt KEY PARAMETER F1eLDS
TO DETERM (it willCH OF THk DATA COMPARE SUBROUT 11t 5

TO ENTER IN DETERMINING TYPE OF RECORD READ
P A A N e L b A A R A R L A R

BEGIN

I := 0;

J := 0;

IF DLINE[20] = ‘$' THEN

BEGIN

1t DLINE[213 <> 'R' 'TJEN SAVEDATA

END

ELSE BEGIN

WITH PARAMFILE DO

BLGIN

IF COMPLOC4(NTAC) = TRUE THEN SAVEDATA
EILSE IF COMPLOC4 (MTAC) = TRUE THEN SAVEDATA
ELSE IF COMPLOC7(LPC) = TRUE THEN SAVEDATA
ELSE

BEGIN

IF COMPLOCT7(CRC) = TRUE THEN SAVEDATA
ELSE IF COMDPI.OC6(MTC) TRUE THEN SAVEDATA
ELSE LF COMPLOC6(ALC) TRUE TiEN SAVEDATA
ELSE IF COMPLOCG6(STC) TRUE THEN SAVEDATA
ELSE BEGIN

IF COMPLOC6(LBC) = TRU
ELSE IF COMPLOCO(RQC)
BEGIN

IF TAPE = TRUL TiUEN SAVEDATA

END

ELSt BEGIN

IF COMPLOC12{TsC) = TRUE THEN SAVEDATA
ELSE I[F CO4PLOCL2(EQC) = TRUE THEN SAVEDATA
ELSE It COMPLOCS{WKC) = TRUE THEN SAVEDATA
END

END

END

LND 140

LD

THEN SAVEDATA
TRUE THEN

W=

_mpm———

Yo




1l

BESLY (*MALN*

)

REARITE(PRADLCK ) ;

WRITEPARAMS ;

REWRIVE{REDUCED) ;

RESET(PRILLECK) ;

SETPARANS;
WHLLE NOT LOF
GLTUOFDA LA

Gl FLINE

D

END. (*MALN*)

Doy st N
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APPENDIX B

SPSS ROUTINES

142




1

L PROC, JUuLY

HW9L, 12400, Calz2utUuu, Lo400u, Jil. TBUU710 BUuNUURANT
Litly, 3200,

COM LT, REDUCTLIG b JonuY DAYEPLLE TAPL
Cotblnt. Iaidl IS Porel, ALY WhoKLY FOKAAT DE UAPL
COod el lhan oLyl 15 A noUTed LIsSTING
COMLuai. UE SPoo CuNDLLlkleTIVE flaw AULTIPLE
Cud luad!l. REdkeosiud OF 1L wholknY ACTIVITY
Codsin NGy FILE CATaLOGULCL [ Preab’lue USIHNG o Kus
COLALNT, Juy CAN Q4L RUL ALTER 1400 HRS
VaN, TaPLl=XJ0ldu=Cuunls.
RoQUEST, TAPEL, LW, 2, 3.

RLQULST, DFUATA, *PF.

RUQUEST, REDDE, *2F.

CoPYBF, TAbPLl, DFDATA.

CATALOG, LFRATA, RP=999.

R IND, DEDATA.

ATPACH, PALGCLLL, LD=AYIT.

LIBRARY, PASCLID.

’i'lh, 1 20000.

ATTACH, Luv, DEFROwB, TL=T8O071u,Mr=1.
REwIND, Lo, PASCLIB, LEDATA.

LGSO, DEDATA, ReDLy, DF.

CATALUG, REDUF, 1D=T80U710, RP=999Y.

PURGL, DFDATA.

RETURN, LU, bt

KEWIND, REDDF.

UNLOAD, I'APEL.

RLQUEST, SRTEDD:, *PF.

ATTACH, SORTE, 1D=T800710,1IR=1.

RFL, 120000.
FILE(SRTEDDF, 3T=C, FO=5Q,1RL=100, RT=Z)

FILE (REDDF, BT=C, FO=4, i RL=100, RT=2)
REWIND, REDDY , SRTEDDF, SORTF.
LDSET(FILES=REDDF/SRTEDUF)
SORTHRG(I=SORTF/R)

CATALOG, SRTEDDF, Ib=T802071), RP=999,

PURGE, REDDF.

RLEQUEST, PRAFILL, *PF.

ATTACH, LGO, PikaMXB, ID=T800710,MR=1.

REWIND, LGO, PASCLIB, SRTEDDF.
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Low, sk luubi’, Pral'ILL, .

Rt L, Lau, Ly,

CATALIS, R ILE, Lozdbaullu, ni'=999.,
PURGL, SI'LvE.

ALTACH, oPus, Lu=Ar]T.,

AVTACH, NOPss T, Tu=1Tuu)7l., Ir=1.
RLwiND, PRAVLLE, UPLS, osPan .

SPs53, [=usPosl, =PRI LILL, L=LLIST, NR.
Ruowlido, 2ULFPUT.

REWILD, LLIST.

CuPYShie, LLIst, vutpul.

RETURN, Sivos, LUJ, USPL L.

ROUTE, OUI'PUY, DC=PR, TLu=v]l, r'ID=3UN, ST=CSi3.
EXLT(S)

CATALOG, ReEDLEF, 1D=T3U071U, RP=999,
RETURN, 1.OU, Di.

KEW1tib, LEDDE .

UNLUAD, TAPEL.

PURGE, DEDATA.

REQUEST, SRTL D, *PL.

ATTACHE, SURTE, Lu=T80V710, Aik=L.

RFL, 120000. '
FILE(SRIEDDE, BT=C, FU=5Q, 4RL=10V0, RT=2)
FILE(REDDF, BT=C, Fu=5y, .1KkL=100, RT=2)
RiEwIND, REDDF, SRTEDOLY, SORTY .
LOSET(FILES=REDVDF/ S YEODE)
SOKTMRG(I=SORTF/R)

CATALOG, SRTEDDF, ID=T800710, RP=999,
PURCE, REDDF .

REQUEST, PRMFILE, *PI.

ATTACH, LGO, PRAMXB, 1=1800710,MR=1.
REWIND, LGO, PASCLLIB, SRTEDDY .

LGO, SRTEDDF, PRAFILE, DF.

CATALOG, PRMFILE, ID=1800710, !P=999,
PURGE, SRTEDDF .

RETUKN, LGO, DF.
ATTACLH, SP3S, ID=AFIT.

ATTACH, DSPSST, ID=7"B00V710,1R=1.
REWIND, PRAFILE, SPSs, DUPSST.

SP58, I=DsPSST, D=PRMF1LL, L=LIST, NR.
RuwWIND, OUTPUT.

RE~NIND, LIST.

COPYSBF, LIST, OUTPUT.
RETURN, 8PSS, LGO, DSPsST.

ROUTE, OULPUT, DC=PR, TIL=Y]1, FID=BON, ST=CSB.
*EOR

TN




-

LA R R EEEEZESENEEEYEENEEEEE R LSRR R RERREEARSERR RN RIERENN;

* TiIILS ROUTINE RECELIVLS THE RAW PARAMETERIZILD

* JOB CABLS CRUATED BY I'HE: EXTRACTION PROGRAM, *
* PRAMEX, CONVERETDS iU TIME VARLABLES TO MIHUTES *
* AND Till UNL'TS VARIABLES O TuOUSANDS WHERL APPLL*
* CABLG *
I EE RS S AN R E R R R E R ETERRNEEREREESE SRR EEREEREEERRR R RERAS R R R &

RUN MNAME

TASK WNAMIE
'L NASE
VARIABLE LIi3T

INPUT FORMAT

MISsInG VALUES

VAR LABELLS

CYH1LK THRUPUT ANALYS L5 ,
DSPsSS INITIAL SYSTi»t Pl BUILD

PRMIIL LIS

JOB, DAY, ARRIVAL, DISKWALT, THRUPUT, SORT, REW7, RFEQI, TREQ,
CMREQ, DISKIO, CORE,MAXMEM, TAPEWAT'Y, PPUSAGE, S5, CPLU,
CM, 10, LINES, SURTED, TAPLIO, SEVENTKK, NINETPRK,
POSTPROC, INQUEUL, TURNAROUND
FIXED(A8,1X,F2.0,4(1X,F7.4),2(1X,F2.0),
1X,F4.0,4(1X,F6.0),1X,F7.4/1X,
F10.3,F10.2,1X,F8.2,2(1X,F8.1),
1X,F7.0,1X,F6.0,1X,F7.0,2(1X,F2.0),3(1X,F7.4);
DAY TO SORT DISKIO TO TAPEIC POSTPROC TO TURNAROUND(O.v)/
REQ7 TO DISKIO SEVENTKK NINETRK(C)J

DAY DAY OF MONTH/

ARRIVAL TIME OF JOB ARRIVAL/

DISKWAIT MINUTES WAITING DISK MOUNTING/
TURNAROUND TURNAROUND TIME IN M1MUTES/

SORT MINUTES REQU1RED TO SORT/

REQ7 NUMBER OF 7 TRACK TAPES REQUESTED/

REQ9 NUMBER OF 9 TRACK TAPES REQLESTED/

TREQ TIME REQUESTED ON JOB CARD 000/

CMREQ CM WORDS REQUESTED 000/

DISKIO NUMBER OF DISK ACCESSES 000/

CORE AMOUNT OF CORE USED 000/

MAXMEM MAXIMUM CORE FOR ALL JOB STEPS 000/
TAPEWAIT MINUTES WAITING TAPE MOULNTING/

PPUSAGE TIML USING PPS MINUTES/

SS TIME IN SYSTEM SECONDS

CPU TIME IN CPU MINUTES/

CM TIME IN CENTRAL MEMORY MINUTES/

I0 TIME FOR ALL IO FUNCTIONS MINUTES/

LINES TOTAL LINES PRINTIID 000/

SORTED RECORDS SORTED DURING JOB 009/
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Vi Put i
1Y

1

1y

IS

Ly

Iy

Ir

I

iy
CoMpuUre
Ly

Iy

ir

Ly

¥

Iy

1F

Iy

Ir

iy

Ir

Iy

IF

1F

Ir
COMPUTE
compure
copPuTE
COMPUTE
CUMPUTE
COMPUTE
COMPULE
COMPUTE
COMPUTE
IF

Ir

1F

COMPUTE

1r

COMPUTE
COMPUTE
COMPUTE
INPUT MEDIUM

TAHAPETO NUABER OF BLOCKS WRIMPEN Mo . apbd G/
SEVENPRE NUABER OF 7 TRACK TAPES Usui/
G1ADT Uy UGS BRER OF 9 URACK CTAPES UsSLD/
PURUDUTT AL eRrRud ENQUEYUE T POSTPROC/
JHQUBLE TIMEL I INPUT QUEUE IN AINUTES/
POSTPROT CPEIC L3 000 PUT QUEULE TURY PRIENT
83 = 53/ wlh.u
{OLSKAAL T G U) DIsKYALDY = U.LY
(PaP WAL Y L U Tadale = 0.0
(POSTPROC 10 U ioSTre=0.0
(POSTPROS GE UIPOSTPROCSPUSTPROC * 09,0
(INQULUE LT 0 LINQULLL=U. 0
{'rarblio <f D) TAPETO = [APLL2/1000,0
(CMREY GF O) CARED = CMREQ/10V0.0
(DISK1O GT u) DISKL = LiSKIVN/1000.,0
{10 T 0) Lu = 10/6L.V
IRQUEUL = TNQUEUE * 0.0
(THRUPULT LT 0) THRUVUTL = 0.0
{38 LT V) 88 = V.0
(SLURT LY O) SORT = 0.0
{PUKNAROUND &1 O)TURNARQUND = TURNAROGUWD * 60.0
(raruvyrT G 0) CTHRUPYT = TUHRUPUT * 60,0
{TAPEWALT ST V) TAPEWALT = TAPEWAILT * ©0.0
{TAPLWALT T 1440)TAPEWAIT = 0,0
(REQ7 GT 9)IREQT7 =0
(REQY GT TIREQY = O
(TURHAROUND LT O)TURSNAROUND = THRUPU '+INQUEUL+POSTPRCC
{SORTED GT 0) SORTELD = SORTED/10.0
{SORT GT U) SBORT = S0RT/60.0
{DISKWAIT GT O)DLISKWAIT=DISKWAIT"60.0
{(SEVENTRK GT 9) SEVENTRK = REQ7
(MINETRK GT 7) NINETRK = REQ9
TREQ = TREQ / 60.0
CHORE = CORE/1Q00.0
MAXMEM = MAXMEM/100.0
PPUSAGE = PPUSAGE/60.0
CPU = CPU/60.0
CM = CM/60.0
IARRIVAL = ARRIVAL
LINES = LINES/1000.0
LOWAIT = TAPEWAIT + DISKWAIT
{8S GT 0)SWAPROLL=T

HRUPUT=-SS
{ SWAPROLL LT 0Q)SWAPROLL=0.0
(M GT (CPU+10Q) JEXQUEUE=CM~-(CPU+IO)
SWAPTIME=THRUPUT - (CPU+IO+IOWAIT+EXQUEUE)
{SWAPTIME LT O)SWAPTIME=0.0
WAITTIME=IOWAIT + SWAPTIME
QUETIME=INQUEUE+POSTPROC
EXECUTN=CPU4+CM+I0+EXQUEUE
DISK
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N OF CASLS UNKHNOWN

' KEAD INPUT DATA
SURT CAsES DAY
SAVE PFLLUE PRAFILE
FINISH
LR R R R R R R R F R L Y T e
* THIS ROUTINE STRATIFLES THE DATA LCCORDING Tu *
* THE DAYS oF THe MONTr PROCrSSEO. DAYS FROY Tdl *
* Titks AONTHS OF JUNLE AND AUGUST ARE FIRST SrQUPL D*
* THEN DUELETED fPROY THE FINAL FILE SO 'TUAT ilLy *
* JUBs RUN DUKING Tdtd MONT OF JULY ARE REMAINIL ¥
LR R R R N R RIS R LR TR TR N R R

RUN NaMB
TASK NMNALE
FLLED NAME
GLT Pl
SUBFILE LIST

RUN SUBFILES
SAVE F1LE

! FINISH

' *1OR
RUN NAME
TASK NAME
FILE NAME
GET FILE

CYBER TilrUPUT ANALYSIS

BREAKOJT BY DAY

PRMFILE

PRMFLLE

DA1(214),X1(185),DA2(309),X2(155,,
DA3(166),DA4(147),DA5(219),X3(1).DA6(221),
DA7(318),0a8(267),DA9(305),DA10(297),DA11(195),
DA12(120),X6(1),DA20(219),DA21{(2839),DA22(270),
DA23(284),DA24(150),bAa25(67),X7(t),DA26(64),
DA27(137),DA28(194),X8(268),DA29/137),X9(283)
ALL

PRMEFILE

CYBER THRUPUT ANALYSIS
DELETION OF EXCESS DAYS
PRAMAFILE
PRMFILE

DELSTE SUBFKFILES X1,X2,X3,X6,X7,X8,X9

SOR'T CASES
SAVE FILE
FINISH
*1XOR

DAY, ARRIVAL
PRMFILE

LA EAEEA RS SRR SRR RSS2 X222 SR R 2R B X ]

Tii1S RUN DETERMINES THE NUMBER OF JOBS RUN BY *
DAY IN ORDER TO GROUP JOBS INTO SUBFILES ON THE®*

NEXT RUN.

THE NUMBER OF CASES PER DAY WILL *

HAVE TO BE “1ANUALLY KEYED IN ON THE NEXT RUN

*
TO ITS RUNNING. THUS, NO AUTOMATIC *
*®

CONTELNUATION. I[F THE DATA IS TO BE RUN AS ONE
COMPLETE POPULATIUN, AS WAS AULTIMATELY DONE *

FOR THIS ANALYSIS, TiHIS ROUTINE CAN BY SKIPPED *
I EEEE2A SRS RARREAR R RAZERRE AR X222 R s 2 A k2 &2

*
*
*
*
* PRIOR
*
%
*
*

RUN NAME

.

-——— .

CYBr:R THRUPUT ANALYSIS
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—-—rra .

TASK Nade FREQUENCT bt DATA BY DAY
PlLE NAaAE PRAF L

oh'l Fllb PRM |

RUN SUBEFILLS Al

PREQUENCIES INTEGCER=DAY (1, 31)

OP'T LONS 5

PINIsH

* LUK

LA EEEZ AR EEEEREEEREE SRR RS EER TR RS SR IR R B R R R R R R g P U G gy

* 1415 ROUTINE CONVERTS TilE JOB ARRIVAL 'i"IMbk >
* FORM SECONDS 10 MINUTuEs. USING A LAS FUNCTION, *
* Tk ARRIVAL TIME ot THE PREVIOUS JOB 1S sup- *
* TRACTED FROA Tuk CURRLENT JOB (THE JOBS WERE *
* SORTED BY DAY AND TIML Or ARRIVAL IN Tils INIT %
* IAL RUN) PROVIDING Tuls TIME BETWLEEN ARR!VAL. *
* A BY~-PRODUCT, AN EFFLECTIVE INTER-ARRIVAL TIME *
* Is PRODUCED BY USING THE MULTIPROGRAMMING RATE *
* I'D PROVLIDE A S5TATISTIC SIMMULATING A UNL-PROGRAM*
* MHING MACHINE. THLS STATISTIC [S USED TO TEST A *
*
*
*

N MBER OF 'filEOR1ES PERTAINING TO THE MULTI- *
PROGRAIMING CAPABILITIES OF THE COMPUTER *
AhkhhkhkhhhhrhhhhhkhkhhhhhhhhhkhkhhhhkhhhhhhkhhhRhhkhhhknk
RUN NAM I CYBER THRUPUT ANALYSIS
TASK NA1E DIRIVATION OF INTER ARRIVAL TIMES
FILE NA1E PRMFILE
GET FIL: PRAFILE
COMPUTE IR=LAG (ARRIVAL)
CUMPUTE IARRIVAL=ARRIVAL-IR
COMPUTE IARRIVAL = IARRIVAL * 60.0
COMPUTE EFrIARIV=IARRIVAL * 4.28
RUN SUBFILES  EACH
SAVE FILE PRMFILE
FINISH
*EOR
HRRRRNN N RARRRRRREN N R AN KRR SRR RAR R AR AN R AR R R AR Ak hk k&
* T 1IS RUN PRODUCLS CONTINUOUS DATA DISCRIPTIVE *
* STATISTICS FOR MEANS, VARIANCES,HIGH AND LOW *
* VALUES, KURTOSIS, ETC., USED IN MAKING THE .
. IVITIAL ASSUMPTIONS ABOUT THE DATA *y
LEE RS XA AR R R RS2 222 X222 R X222 R 22 X2R 222 R X2 XS
RUN NAM : CYBER THRUPUT ANALYSIS
TASK NAUE CONDESCRIPTIVE LOOK AT TURNAROUND VARIABLES
GET FILZ PRMFILE

RUN SUBFILES ALL
CONDESCRIPTIVE ALL
CONDESCRIPTIVE ALL
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QP T LONS
F1INLISH
*EOR

LARE SRR N RS EEEEEEE EE R EFE R R R R R R R R R R U R IR UR R S N (g

THIS

ROUTING 18 USED TO PRODUCE MULTIPLL RE(RES*

SION STANISTICS FOR Tiitl ANALYSIS OF TuUe VARIDIUS*
TURNAROUND TIME MOLELS DEVELOPED FOR THE STLDY.*

REGRESSED AGATNST TiLIR RESPLCYIVE DEPENDEN *
VARIABLE IN A STEPW1ISE MANER *

LAREESEREEEEREEREELEEEETNEEEREEEE R LR IR RR TR R R R L R PR G TR

RiiN NAMTE
TASK NAME
bt FILE

RUN SUBFILES

RLEGKESSION

DT TONS
SPATISTICS
RLURESSLON
Luw/

OP1T 1ONS
STATISTICS
REGRESSION

QPTIONS
STATISTICS
REGRESSION

OPTIONS
STATISTLICS
REGRESSION

OPTIONS
STATISTICS
REGRESSION

OPTIONS
STATISTICS
REGRESS LTON

QP T IONS
STATISTICS
REGRESS IuN

*
*
*
* THE MOLLEL VARIABLES #OR BACH OF THE J1ODELS /Rt *
A
*
*

CYBER 1HIRUPUT ANALYSIS

REGRESSION ANALYSIS OF MODEL VARIAl LIS

PRMF1LE

ALL

VARIASBLES=DISKIO, I0, TAPEIO TO NINE!RK/

REGRESSION=[{0 WITH DISKIO, TAPEIOQ, SI VENTRK, NINETRK(1)/

1

ALL
VARIABLES=INQUEUE, CPU, I0, POSTPROC, 1 OWAL'T, TURNAROUND, SWAPT IMI", L.

REGRESSION=TURNAROUND WITH IJQUEUE, PU, 10, POSTPROC,
SWAPTIME, IOWAIT, EXQUEUE(1)/

1

ALL

VARIABLES=INQUEUE, THRUPUT, POSTPROC, TURNAROUND/
REGRESSION=TURNAROUND WITH INQUEUE, PHRUPUT, POSTPROC(1)/
1

ALL

VARIABLES=THRUPUT, DISKID, PPUSAGE,CtU TO 10, TAPEIO
IOWAIT, SWAPTIME/

REGRESSION=THRUPUT WITH DISKIO, PPUS AGE, CPU TO IO,
TAPEIO, IOWAIT, SWAPTIME(1)/

1 .

ALL
VARIABLES=REQ7 TO CMREQ, 10, QUETIME,

REGRESSION=QUETIME WITH REQ7 TO CMIEQ, I0(1)/

1

ALL

VARIABLES=INQUEUE, REQ7 TO CMREQ/

REGRESSION=INQUEUE WIT{ REQ7 TO CMREQ(1)/

1

ALL

VARIABLES=THRUPUT, LINES, SEVENTRK Tu POSTPROC/
REGRESSIOli=POSTPROC WITH THRUPUT, LINES, SEVENTRK, NINETRK(1)/
1

ALL

VARIABLE5=DISKWAIT, TAPEWAIT, SWAPTIME, WAITTIME/
REGRESSION=WAITTIME WITH DISKWAIT,1APEWAIT, SWAPTIME(l)/
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DT TONG
STATISICS
REGKRESS LON

OP" LONs
STaTISTLICS
RLGRUSS TON

OP ' LONS
SUATLISTICS
FINTISH
*EOR

1

ALL

VARIAGLAS=TURUPUL, TURNAROUND, QUET ML/
REGRUSSTON=TURNAROUND WITH THRUPUT, QUETIME(] )/
1

At

VARLARLES=CPU 70 [0, EXQUEUE, EXKECUTN/

REGRESS LuN=LXECUrN Wil CPU 'O 10, EXQJEUE(L)/
1

ALL

khkhkkkhhkhkinhkkkhkkhxhkhrhkhkkkXhkhkkkhhkhhhkkrhhkhhkkhknhkkokkhk ik

* * X%

AROUND

RusULTs

Tills RUN IS USED Tu PULL A RANDOM SaMPLs OF *
ONE PERCLNT OF fdff DATA CASES AND RLGRESS THE *
AGAINS'T i PTURNAROUND MODEL TO FURTHER*
TLST ITS ACCURACY IN PREDICTING Tiik TRUE TURN- *
TIME Fur JoBs *

KRR RAKXRNKR ARk RA A RANkRAkAhhkhkhkhkhkhhhhrkkkhkhhkhhhkhkhkkxhkkhhk

RUN NAME
TASK NaMb
GET FILE

RUN SUBFILES
RECODE .

T-TEST

1T=-TEST

T-TEST

T-TEST

T-TEST

T-TLEST

T-~TEST

T-TEST

T-TEST

T-TEST

CYBER TUKRJPUT ANALYSIS

TEST OF DIFFLRENCES BETWEEN WEEKLY PROCESSING

PRAFILIL

ALL

DAY (LOWES'T' TilRU 5=1)

(o THRU 12=2)

(13 TiRU 19=3)

(20 TilRU 26=4)

(27 THRU HIGHEST=5)(ELSE=0)

GROUPS=DAY (1, 2)/VARIABLES=ARRIVAL, SS, CPU, 10, TURNAROUND,
SORTED, SEVENTRK, NINETRK

GROUPS=DAY (1, 3)/VARIABLES=ARRIVAL, §S, CPU, 10, TURNAROUND,
SORTED, SEVENTRK, NINETRK

GROUPS=DAY(1, 4) /VARIABLES=ARRIVAL, §S, CPU, 10, TURNAROUND,
SORTED, SEVENTRK, NINETRK
GROUPS=DAY(1,5)/VARIABLLES=ARRIVAL, SS, CPU, 10, TURNAROUND,
SORTED, SEVENTRK, NINETRK

GROUPS=DAY (2, 3)/VARIABLES=ARRIVAL, SS, CPU, 10, TURNAROUND,
SORTLED, SEVENTRK, NINETRK
GROUPS=DAY(2,4)/VARIABLES=ARRIVAL, SS, CPU, IO, TURNAROUND,
SORTED, SEVENTRK, NINETRK
GROUPS=DAY(2,5)/VARIABLES=ARRIVAL, SS, CPU, 10, TURNAROUND,
SORTED, SEVENTRK, NINETRK
GROUPS=DAY(3,4)/VARIABLES=ARRIVAL, SS, CPU, 10, TURNAROUND,
SORTED, SEVENTRK, NINETRK
GROUPS=DAY(3,5)/VARIABLES=ARRIVAL, §S, CPU, 10, TURNAROUND,
SORTED, SEVENTRK, NINETRK

GROUPS=DAY (4,5)/VARIABLES=ARRIVAL, SS, CPU, 10, TURNAROUND,
SORTED, SEVENTRK, NINETRK
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FLNL

*pOR

RUN Wil
TASK NAL
Fli.y NAvLE
GEL PILg
GNP L
CONLESS T LY
OP I LONs

SAVE gLt
FIntSI

*OR

RUN WAL
TASK NAdk
G P ovile

KU SUBFLLeS
RLGORESS LTON

' INISH
*EOR

CYBEr PRy ANALYS IS

ONL PLRCLT SAaMPLE OF ALl CASES
Pritb L

PRMELLE

0.01

Al

1

PO Ll

CYBUK PHRLPUT ANALYSLS

REGRESS LOMN ANALYSIS O OWNYE PERCENT DATA

PRA R L

ALL )
VARIABLES=INQULUE, CPU, 10, SWAPTIME, IOWAIT, POSTPROC, TURNAROUN,
REGRESSION=TURNAROUND WITH CPU, 10, LNQUEUL, SWAPTIAE,

IOWNAIT, POSTPROC(1)/

Rk Ak hkhhkhkhkkhkkhkhkkhkhkkhkhkhkhkhrhhhkhkhkkhkRkhkAhkkkhkhhkkkrkhkhkhkkkdkhk

* THIS RU~ £S5 USLD TO TEST A HYPOTHESIS TUAT *
* VARIABLES OrHeR THAN THOSE REQUESTED ON THE *

* JOB CARD HIAS AN EFFECT od THE AMOUNT OF TIME *
* A JOB SPENDS iN Ttk INPUT QUEUE *

LA R EEEEEEEERESE R RS RERRER X2 R R RRRRRRRAZRRRERRR R R R R R

RUN NAME
TASGK NAME
GETEFILE

RUN SUBFILES
REGALSSION

OPI'IONS

FINIGSUH

*FEOR

RUN NAME

TASK NAME

GET FILE
*SELECT IF
CONDESCRIPT FVH
*SLLECT Iv
CONDSCRIPTIVE
CONDESCRIPTIVE
OPTIONS

FINISH

..

CYBER THRUPUT ANALYSIS
REGRESSION OF INQUEUE VARIABLES

PRMFILE

ALL

VARIABLES=INQUEUE, CPU, 10, CORE, SEVENTRK, NINETRK,
TURNAROUND/

REGRESSION=INQUEUE WITH CPU, IO, CORi, SEVENTRK, NINETRK,
TURNAROUND(1)/

1

CYBER THRUPUT ANALYSIS
THRUPUT TIMES FOR JOBS W/NO IO RESOURCE VS 10 RESOURCES
PRMFILE

(TAPEIO GT O)

TURUPUT

(NOT(TAPEIO GT 0))

THRUPUT

THRUPUT

1
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* o

* ok ok ok k¥
*
*
*x
»
* kA ok ok ok

Kk ahkh kb hAhrhkhkhhkhkhhkhkhhkkhkhkxhkkhkxhhhhhhkhhhkhkik

Tls RGLIANEG I5 658D 'O STRAPIFY JUdS BY WORK- *
ST FOR TESTLHG A JAYPOTHES LS THAT A DIFFER-  *

ENCE al31S IN THE NUMBER AND SI1Ze8 OF JORBS *
PROCESSED LY Tilld DIFEFESRENT SHIFTS *
Ak AR R KRR KRR RRARN AR AR AR AR RNk kkh ke kkkk Rk Xk &k

RUN WAl CUBER TURUPUT ANALYSIS
FASK NAME ALAN VALUES BY SUHLPT
FLILE HNAME PRAFLILE
GET rluig PRAF1LE
SLLLCT Ly (ARRIVAL LE 0U3d.0)
SuLECT iF {ARRIVAL GT 08.0 AND LE 16.0)
SELSCT 1f (AquVAL ST 16.0)
SUBKFILL LIST 51(1311), b2(z378) S3(1375)
RUN SUBFILES ALL
COMDESCRIPTIVE CPU IO
T-TEsT GROUPS=51, S2/VARIABLES=CPU, 10
T-TisT GROUPs=81, S3/VARIABLES=CPU, 10

T-IE3T GROUPS=82, $3/VARIABLES=CPU, 10
SAVLE I PRAFILE
FINISH

*EOR
RANKRRRERXREANR AR AR A AKNARARNAR AR AR AR AR kR Rk Ak hkrikk
* TH1S OUTINE IS USED TO CONVERT THE ALPHANUMER-*
* IC JO3 NAME; GROUP JOBS BY SYSTEM: AND SINGLE *
* OUT T IUSE SYSTEMS FOUND IN THE UPPER QUARTILE *
* OF TURNAROUND 'fIME USAGE FOR THE PURPOSE OF *
* TESTING A THEORY ABOUT WiHEN RESOURCES WOULD BE *
* EXHAUSTED GIVEN THE CONTINUAL ADDITION OF NEW *
* SYSTEMMS ON THE COMPUTER *
RRKRRRENRRRERRERRARAR AR RRAARRNKANRARRRARRERRRANNEARRRARRRRARE AR v Ak
RUN NAME CY3ER THRUPUT ANALYSIS
TASK NAMGE INITIAL AGGREGATE FILE BUILD

FILE NAME PRMFILE

VARIABLE LIST W,O,R.K,U,N,T, TURNAROUND

INPUT

FORMAT FIXED(LX, 7(Al)/89X,F7.4)

MISSING VALUES TURNAROUND(Q.0)

IF (TURNAROUND ST O)TURNAROUND = TURNARUUND * 60.0

IF (TURNAROUND LT O)TURNAROUND = 0.0

RECODE W TO T('A'=20)('B'=21)('C'=22)('D'=23)('E'=24)
(‘F'=25)('G'=26)('H'=27)('1'=28)('J'=29)('K'=30)
('L'=31)('M'=32)('N'=33)('0'=34)('P'=35)('Q"'=26)
('R'=37)('S'=38)('T'=39)('U'=40)('V'=41)('W'=42)
('X'=43)('Y'=44)('2'=45)("'."'=46) (CONVERT)

COMPUTE WORKUNIT=W+O+R+K+U+N+T
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LNPUT MEDIUA
H or CASLS

READ INPUT D TA

SORT Casks
SAVE PPLLE
FINISH

*HOR

RUN NA1L
TASIK NAYLE
F1lihk NAME
SET PILE
RUMN sSUBFILES
AGOREGAT

CONDLSCRIPTIVE

Save FILLL
FInNlsil

*FUR

RUN NAAL
TASK Uik
VARIASLL LIST
INPUT LUEDIUM
INIUT FORMAT

DISK
UNIINOWN

WORKUNLT
PRo1FSILE

CYBULUR THRUPUYT ANALYSIS

AGGOREGATION OF WORKUNLITS

BpCHOUT

PRMEFILE

ALL

GROUPVARS=WO KN ].'[‘/'v’ARlABLES=TURNA ROUN '.)/
AGGSTATS=VALIDN, sUM, M EAN/

TURNAROUND

pCboul

CYBER TdRUPUT ANALYSIS

MEAN VALULS OF SYSTEM TURNAROUND TIMLES
WORKUNIT, TURWAROUND, VALIDN, SUM,MEA
DISK

BINARY

CONDESCRIPTIVE WORKUNIT TO HMEAN

FINISH
*EOR
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Runy Nl
Fivate AL
1Lt
VAL LS

NI

Rl

RUIN SUBFILES
FREQUENCIES
OPT IONS
STATISTICS

Christa, ParUPJglY aaaslb.Yolo
ciho s RAN RUN wlt sub L
oot LU
arRBIVAL (1 Yuulu=-020u (£)ul200=-U400 (S)uddu-uvoud)
(4 )LovU~usud {(H)IUsDI-10V0 (LV)100J=NuIiv (7T)dous=1d0v
(3)1400~1luu (2)1lvuu—-1loVl (Lu)lB8LU-200U
(11)200u=220u (12)2200-410/
PDiscwall (U)wodE (L)LESS Tuad 1 AINULE (2)i~-2 Vi
(0)2-3 I (4)3-94 114 (D)4=5 MIN
(L)5=6 214w (7)o=7 Aliv ($)T=0 41N
(D)B-9 MIN (10)9 uR More/
SEVEN TR (U)PAPLS/NINEFRR {(O)1APLs/
RuQ7 (O)TAPEs/RrREY (O )TAPLS/

"
—
S

ARKIVAL (LOWESYT THRU 2
{(2.001 TURU 4.0
(4.0U01 TiRrRU 6.0
(G.0U1 TiHRU 6.0
{3.001 THRU 10
{(10.001 TiukU 1
(12.001 THRU 1
(14.001 THRU leo.
{lo.001 rHRU 18.0
(13.001 TWRU 20.0=
(20.001 THRU 22.0=]
(22.00LF Ty HIGHEST = 12)(ELSE=0)/

DISKWalT{LOWEST IMRU Q.01 = 0)

L L

- C
cCccCcibwhC

U~~~

(0.0l1l Ti4RU 1.0 = 1)
(1.001 THRU 2.0 = 2)
(2.001 THRU 3.0 = 3)
(3.001 I'iRU 4.0 = 4)
(4.001 THRU 5.0 = 5)
(5.001 THKU 6.0 = o)
(6.001 THRU 7.0 = 7)
(7.001 THRU d.0 = H)
(38.001 TiHRU 9.0 = 9)
{9.001 THRU HIGHEST = 10)

ALL

INTEGLR=ARKIVAL(O,12) DISKWAIT(O,10)

3,6,8

ALL
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SRUIUE ST LD
QL1 1Iuno
SUYATLLYVICO
[ TSNS ) IO S
DP P luna
SPATILILICS
Fruvueinc LS
D Plong
Slalislico
FiNLS

* R

LN Ny .
I':vSa I I
(ST UN o8 G YN

vabl JL LAaolLy

T bwon=Hi v rka{u, 9) NINETRK(O, 7)
S, , 0

ALl

Lol =1le7{(u, 9) 1
3, v, 0

Alls

LN Gk, 7)
3,9, 9

bl

SYLER THeUrPUT ANALYSILS

13 TOIRAY KLN OF SUBEFLLES

P L

At Ivabl (1)0Jd0u=-0200 (2)020U=-0400 (3)UauUu- 1000

(4)JouV-030U (L)usuU-1000 (0L)10VU=-v0od (7)) souti=1-9u

(o)lavu-10Uu (9)louu=-1s00 {(10)1800~-2000

(L1 )2uvu=220u0 (12)2200-11u/

Dlsawall (O)doht (1)LE3S TUAN 1 Altui (2)1-2 #in
(3)2-3 4IN (4)3-4 MIN (5)4-5 I
(0)5-u AId (7)6=-7 4IN (8)7-8 Alid
{(2)3-9 ALiv {1U)9 OR MOURL/

SEVLIRK (U)TAPLS/NINETRK (O)TAPES/

Riu7 (U)rabhsS/rReEQY (0)TAPLS/

TURNAROUNDL (1)LesSs THAN 1 MINUTE (<¢)1-5 41 (3)5-1u 4IN
(4)10-20 MIN (5)20-30 MIN (C)30-60 4N
(7)oU=-90 MIN (8)90-120 M1 (9)2-3 HKS
(1U)3-6 iIKS (11 )MORE THAN 6/

10 (VU)HONE (1)LESS TUAN 1 MINUTE (2)1-5 MIN
{(3)5-10 MIN (4)10-30 J4IN (5)30-00 MIN
(0)1-2 HR (7)2-3 UR (8)3-6 LR (¥)Mukt THAN 6/

SORTED (VU)NONE (1)LEss THAN IK (2)1-5K
(3)5-10K (4)10-30K (5)30-60h (v)bU-L2VUK
(7)120-18B0K (8)138U=-3V0K (9)MORL THAN 300K/

M (1)LeSS THAN 1 AINUTE (2)1-5 MIN (3)5-1u MIN
(4)1L0-20 4IN (5)20-40 MIN (6)40-60 411
(7)00-90 AIN (3)20-120 MIN (9)40RE THAN 2 iIRS/

SORYT (O)NONE (l)LEsS THAN 1 MINUTE (2)1-5 4IN
(3)5-10 MIN (4)10-20 AIN (5)20-3U 4id
(0)30-60 MIN (7)00-90 AIN
(3)90-120 1IN (9)MORL THAN & RS/

DISKIU (1)LESS THAN 1K (2)1-5K (3)5-10K
(4)10-20K (95)20~-40K (6)40-6UK (7)HMORE TdAN GOK/

Core (1)LESS THAN LUK {2)10-50K (3)50-100K
{(4)100-150K (5)150~200K (6)200-250x
{7 JMORE TiHAN 250K/

PPUSAGE (1 )LESS THAN 1 MIWUTe (2)1-5 41N
(3)5-10 A4IN (4)10-135 4IN (5)15-20 v
(6)20-30 MIN (7)30-060 MIN (8)0LJU=-90 1IN
(9)1ORE TuaN 920/
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N D0/

20U/

RYMSWIvIN

Ruw sUBFILLS
FREQUENCIES
OPT1ONS
STATISTICS
PinNisH

*[LOR

RUN NAME
TASK NAAE
GET FILE
VALULE LABELS

RiCODE

RUN SUUFILES
FREQUENCIES
OvT IONS
STATISTICS

SeAiri Lie (U)aundl (B)hess ddad L 4lhuit s (2)i=5 4.4
(3)0=-10 aliv (4)10-10 1Liv (9)L5-20 11
(0)20=30 11d (7)30~060 11n (B)uJI=20 1IN (s)donl itin

CiU (1)Lbss Ponan o 30l (2)u=~12 SEC (3)12-24 st
({4)24=30 aul (H)30=48 SLC (0)43=60 oL
(7)1=5 11a (0)5=10 M1 (9)10=20 ALN (19)iurl T.on..

TAPLLY (O)nonit (L)Lsss Taan 1e (2)1=90 (3)%-1un
(4)10=-200 (9)20-5CK (0)3U-1UUK
(7)100=-1%0 (6}150~200K (9).101k:) TidAld 20Uk/

TURNALIULD (LuwesT TuryU 1.
(L.0ul TURd 5.0 =
(5.0010 THRU 1U.0 =
(lu.001 PliRU 20.0
(20.00l IHRU 30.0
(30.001 THRU 60.0
(LU. VU1 TUHRU 9Y0.0
(90.0U01 TurU 120.0 =
(120.001 THRU 130.0
(130.001 THRU 300.0
(300.001 THRU tH1GHES'

N C
o~
NGO vk~ li
—
N

ononu

)
11)(LLSE=0)

]

ALL
INTEGER=TURNAROUND(O, 11)
3,0,5

ALL

CYBER THRUPUT ANALYSIS
HISTOGRAM RUN OF SUBFILES
PRMFILE
10 (0)NONE (1)LESS THAN 1 MINUTE (2)1-5 MIN
(3)5-10 MIN (4)10-30 MIN (5)30-60 MIN
(6)1-2 ur (7)2-3 R (8)3~6 HR (9)MORE THAN 6/
SORTED (O)NONE (l)LESS THAN 1K (2)1-5K
(3)5-10K (4)10-30K (5)30~60K (6)60-120K
(7)120-180K (83)180-300K (9)MORE THAN 300K/
IO SORTED (LOWEST THRU 0.01 = Q)
{0.011 THRU 1.0 = 1)
(1.001 THRU 5.0 = 2)
(5.001 THRU 10.0 = 3)
(10.091 THRU 30.0 = 4)
(30.001 THRU 60.0 = 5)
(60.001 THRU 120.0 = &)
(120.001 THRU 180.0 = 7)
(180.001 7THRU 300.0 = 3)
(300.1 THRU JIGHEST = 9)
ALL
INTEGER=IO SURTED(O,9)
3,6,8
ALL
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FonNISil

* ok

RUN NA 1L
TAasSK iadb
it PILL
Valul, LABLSLS

RLCOLE

RUN SUBFILES
FREQULGCILES
OPTIONS
STATISTICS
FINIsi
*EOKR
RUN NAM S
TASK NAAE

L

VaLurn LASBLS

CVoer foidesT aldalivs s

IS TOSK L RUN UF SUBFTLES

PRALT L

Cl (Ll)nuss JdaN L ALNUTE (2)1-5 4INUDPES (3)5-10 110
(+)10=20 Aliv (95)20-39 41i (v)bdu-oyu 41
(7)eu=90 1Ly (8)Y0-120 AIN (Y)i0LE TiAn 2 HRs/

SURT (J)wodt (D)LUso PdAN 1 aINUTE (2)1-% 4L
(s)o=10 ALN (4)lu=20 AIN (5)20-30 AIN
{v)3u-vu aliv (7)uV-9y A1
(3)JIu=-120 LN (D)10RL TuAN 2 HRS/

CalLovest Ty 1.0 = 1)
{L.0ul Tuxl 5.0 = 2)
(5.001 TuRu lu.0 = 3
(10.001 TuRU 20.U
(20.0J1 qIRU 40.U
(40.001 TUHRU GO.vU
(ou.0U1 THRU 96.0
(90,001 THRU 120.0 = 8)
(120.001 THURU HIGHEST = 9)(LLSL=0)/

SORT (LOWEST THRU 0.001 = Q)
{0.0U2 THRU 1.0 = 1)
(1.001 THRU 5.0 = |
(5.001 ItiRU 1U.0 =
({10.001 THRU 20.0
(20.001 THRU 30U.0
(30.001 THRU ©0.0
(60.001 TIRU 90.0
(90.001 THRU 120.0 = 8)
(120.001 THRU HIGHEST = 9)

th

)
4
5
)
7

— " Nt

[\
[P
~ OV B
— Nt

T I 1}

ALL

INTEGER=C4 SQRT(0,9)
3,6,2

ALL

CYBeR TIHRUPUT ANALYSIS
HISTOGRAY KUN OF SUBFIL: .
Pilir Ll
ARRLIVAL (1)0000~02u0 (2)0200-0400 (3)v400-0b00
{(2)UoV0-0H8OU (5)0BU0-1000 (6)1000-NOUN (7)wOON-1400
18)1400-1600 (9)1600-1800 (10)1800-2Ud0
{11)2000-2200 (12)2200-41Ib/
DISKwAIT (O)NONL (1)LESsS THAN 1 MINUTE (2)1-2 414
(3)2-3 MIN (4)3-4 1N (5)4-5 MIN
(6)5-6 MIN (7)6-7 MIN (8)7=8 JIN
(9)8-9 MIN (10)Y OR MORE/
SLVENTRK (O )TAPES/NINETRK (0)TAPES/
REQ7 (0)7rAaPLs/REQ2 (0)TAPES/
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N 99/

29/

RLCODE

Paraanuo.w (LYLESS Cand L ALxulrE (2)i=9 1. (3):.-1Lu 1
(aa)lou=20 110 {9)2u-30 A1ld (L)3u-0L0 1144
(7)00=-90 L4 (B)00-=120 AL (Y)2L=3 o
(Lu)3=-uU uus (L1)avke PdAN o/

1o (u)aonyg (L)LLss Wit 1 dlueres (2)1-9 114
(3)5-10 414 (4)lo-3v 416 (9H)30~vu 1.

(0)1=2 e (7)2-3 nk (SI3-0 it (I)dure Titahi o/
sOLEL (u)odL (L)LEss MaAnd e (2)1 =51

(3)o~100 (4)10=3UK (2)30-06UR (L)uU-120Uxn

(7)120-1uuK (8)lou=39Ux (9)1UKS Tiad 3uull/

Cl (1)hios Touanw 1 odbadibh (2)1-9 ALd (3)5-10 11w
($)1u=20 Ala (9)20-40 41N (OG)3IUu~oUL 41
(7)ouv=uv 1L, (8)Y0U-120 MIN (YY) I0ORE Tiald 2 RS/

aorl (D)RoNs (1)LESS CHAN 1 INUTE (2)1-5 11N
(3)u-10 AIN (4)10-20 lii (5)20-30 41
{L)3U=-0v0 MId (7)6U-90 AHIN
(¢)Bu=120 MId (9)MORE THAN 2 1rs/

NDIUnlu (1)LbsS THAN 1K (2)1-5K {3)5-10K
(4)1uU=20K (5)2U0-40K (6)40-6UK (7)10RL THAN GUK/

CORL (1)LUSs THAN 10K (2)10-S0K (3)50-100K
(4)100~150K (5)150-200K (0)20u-25UK
(7)muRk THAN 250K/

PPUSAG, (1)LESS TiAN 1 AINUTE (2)1~5 4IN
{3)5-10 MIN {(4)10-15 AIN (5)15-20 11ui
(0V)20=-30 AIN (7)30-60 MIN (B)O6U-9U AIN
(Y)MURE THAN 90/

SWAPTIAL (O)NUNE (l1)LESS THAN 1 MINOUTE (2)1~5 4IN
{(3)5-10 4IN (4)L0~15 MIN (5)15-20 MIN
(0)20-30 AIN (7)30-60 MIN (8)60-90 11N (9)40RLE Tih

Crry (L)LE3Y THAN 6 SEC (2)6-12 SEC (3)12-24 SEC
(4)24-36 SEC (5)30-48 SEC (6)48-60 SLC
(731-5 4In (8)5-10 AIN (9)10~-20 MIN (1O0)MORE TiAWN

TAPEI10 (O)INONE (1)LESS THAN 1K (2)1~5K (3)5-10K
(4)1u-20K (5)20~50K (6)50~100K
(7)100-150K (8)150~200K (9)MORE THAN 200K/

DISKIO(LOWEST THRU 1.0 = 1)
{(1.0U) THRU 5.0 = 2)
(5.001 THRU 10.0 = 3)
{1V.001 TWRU 20.0 = 4)
(20.001 THRU 40.0 = 5)
{(10.001 THRU 60.0 = 6)
(00.001 THRU HIGHEST = 7)({ELSE=0)/
CORE(LOWEST THRU 10.0 = 1)
(10.1 THRU 50.0 = 2)
(50.1 Tury 100.0 = 3)
{100.0 TURU 150.0 = 4)
(15%0.1 THRU 200.0 = 5)
(2ou.1l THRU 250.0 = &)

(250.1 THRU HIGHEST 7)(ELSE=J)
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QW SuBrl Lo all,

FoloUubuCles LaPhol.k=01IsKLu(J,Y) Cure(uv, 7)
Ol IuNs 3,0, 8

stalIsricy ALL

Flalotl

*LOR

RUs NATE CYHLR I'miUPUT anaALYsS1s

TASK NAYL HISTOGRAY RUJ UF sUBPILeS
ol FLLE PRAVLLe

ValLup LaplbLs PPUSAGE (1)LobS THaN L MINUTE (2)1-5 4IN
(3)5-10 MIn (4)10-15 9IN (9)15-20 44y
{U)2U=30 MIN (7)30-0LuUu MIN (8)o0-90 41N
(D)0 THAN wu/
SWAPTLAL (U)NOWE (1 )LESS TdAN 1 MINUTE (2)1-95 MIN
(3)5=10 It {(4)10-15 1IN (95)15-20 41n
(0)2U=-30 1IN (7)30-00 1IN (B)60-90 AIN (9)MORE TiiA
N/
CPU (1)LLEBS TiAN 6 SEC (2)6-12 SEC (3)12-24 SEC
(4)24-36 StC (5)3U-48 SEC (0)48-00 SEC
(7)1-5 MIN (8)5-10 MIn (9)10~20 41N (10)MURE V'HAN

TAPELYD (U)INONE (1)LESS THAN 1K (2)1-5K (3)5-10K
{(4)10-20K (5)20~50K (6)50=-100K
(7)100-150K (8)150=-200K (9)MORE TiJAN 200w/

Rucobl PPrUsAGe (LOWEST THRU 1.0 =1)
(1.1 THRU 5.0 = 2)
(5.001 THRU 10.0 = 3)
{10.001 THRU 15.0 = 4)
(15.001 THRU 20.0 = 5)
(20.001 THRU 30.0 = &)
(30.001 TiIRU 0.0 = 7)
(60L.001 THRU 90.0 = 8)
(90.001 'THRU HIGHEST = 9)(ELSE=0)/
SWAPT IME (LOWLEST THRU 0.01 = 0)
(0.011 THRU 1.0 = 1)
§1.001 THRU 5.0 = 2)
{(5.00] THRU 10.0 = 3

)
{1U.001 THRU 15.0 = 4)
(15.001 IHRU 20.0 = 5)
(20.001 I'MRU 30.0 = 6)
{30.001 THRU 60.0 = 7)
(60.001 THRU 90.0 = 8)

(9Y0. 0Vl THRU JIGHEST = 9)(ELSE=(0)
RUN BUKr ILES AlLL

FREQUENCIES INTt GERPPUSAGE (U, 9) SWAPTIME (0,9)
OPT [ONS J,0.U

S i'aTISTICS AL

Fldl8ui

"o

RU.J NA1E CYBLR THRUPUT ANALYSIS

TASK NAMB HISTOGKAM RUN OF SUBFILES
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-—ea .

ob i Ul Pt L
VaLULll Lact Lo Cr'd VL) uiso fdan o ool (z2)o=12 She (3)L2-21 Ll
‘~:)2'1'JU Ste (‘J)JJ"‘*U 51C (('))ﬁu‘\)\) e

(7)L=5 MIN (0)5=1lu 11d (9)Llu=-20 ALic (LO) G Vi,

22U/
Tareld (v)sode (L)Luss THAw L& (2)1-51 (3)0-10Ui

(3)LU=-20i (5)20-00R (0)BU-luul

V7)100-150K {U)150=200K (Y )il Tilad 29U/
KCOL CPd (Lowilsl ot vel = 1)

(V.ICE Tkt V.2 = 2)

(J.201 THRU U.4 = 3)

(O.4J]1 TilRU O.0 = 4)

(V.001 THRU V.3 = 5)

(U.801 TiHRU 1.0 = 6)

(1.00) THRU 4.0 = 7)

(4.001 THRU ©.U = d)

(4.001 THRU 12.0 = 9

(12.001 THRU LHIGHEST = 10)(bLSL=u)/
TAPELO{LOWLST THRU 0.001 = U)
(U.0u2 TIRU 1.0 = 1
(1.0Ul THRU 5.0 = 2
(5.001 TRU 10.0 =
(lu.vUl THKU 2u.0
(2U. 001 THRU 50.0
(50.001 TuJdRU 1U0.0 =
(10u.001 THHRU 150.0 = 7)
{150.001 YHRU 200.0 = 8)
(200.001 TUHRU HIGHEST = 9)

Won

RUN SUBYILES ALL

FREQUENCILS INTEGLER=CPU(0, 10) TAPELO(0,9)
OPTIONS 3,6,8

STATISTICS ALL

FINISU

* 0K

RUJ NAIE CYBER THRUPJUT ANALYSIS

Gt FlLo PRIFILL

VALUE LASLLS THRUPUT (1)LESS THAu A MINUTE (2)1-5 4IN (3)5-10 HIN
(4)10-20 MIN (5)20-30 MIN (©)30-60 4IN
(7)00-90 MIN (4)90-120 MIN (9)2~3 RS
(10)3-6 HRS (11)MORE THAN o
rRLCODE TURUPUT (LOWEST TirU 1.0 = 1)
(1.001 THRU 5.0 = 2)
(5.001 THRU 10.0 = 3)
(l10.001 TURU 20.0 = §)
(20.001 THRU 30.0 = 5)
(30.001 THRU 6V.0 = 6)
(60.001 THRU 90.0 = 7)
(90.001 THRU 120.0 = 8)
(120.001 THRU 1B0.0 = 9)
(180.001 TiRrU 300.0 = 10)
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